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ABSTRACT
For the retrieval of concise entity relation information from large collections or streams of documents, existing approaches can be grouped into the categories of (multi-document) summarization and knowledge extraction. The former tend to fall short for this task due to the involved amount of information that cannot be easily condensed, while knowledge extraction approaches are often pattern-based and too discriminative for exploratory purposes. For location relations in particular, this translates to a set of very short relationship descriptors that predominantly encode hierarchical or containment relations such as located in or capital of. As a result, available knowledge bases that are typically populated through knowledge extraction are limited to these discrete and typed relations. In contrast, the representation of document collections as implicit networks of entities, terms, and sentences has emerged as a way to encode a much wider range of entity relations and occurrences, which can be leveraged for filtering the relevant information and enabling subsequent interactive explorations.

In this paper, we discuss the extraction of descriptive sentences for sets of entities from such implicit networks to support an interactive exploration, and apply them to the extraction of complex location relations that are not hierarchical or containment-based. We introduce and compare efficient ranking methods for sentence extraction that address this entity-centric search task by leveraging entity and term relations in implicit network representations of large document collections. Based on Wikipedia articles and Wikidata as a knowledge base, we demonstrate the extraction of novel location relations that are not contained in the knowledge base.
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1 INTRODUCTION
The steadily growing amount of available textual information with geographic content has long passed the threshold for unassisted human analysis in many areas. Frequently, such an analysis is focused on certain aspects of the content that can be interpreted as a class of entities, such as person or location mentions, as well as their relations. In those cases, the exploration of new or newly digitized document collections inherently benefits from automated and interactive exploration tools that support an entity-centric focus. It thus comes as no surprise that automated summarization and knowledge extraction approaches are among the most popular topics in information extraction and retrieval. Given a set of documents, extractive summarizers are aimed at composing a comprehensive, readable and short overview of the contained key points [19]. Entity-centric summarization techniques in particular allow for the extraction of brief descriptions of entities or sequences of entities from a text [7]. However, in settings where the document collection is large, such approaches are problematic due to the sheer amount of information, which calls for the preparatory selection of relevant information with a focus on some aspect of the collection. Useful tools in this regard are searching and indexing approaches, external knowledge bases, or question answering systems [12]. However, such systems are not designed for the retrieval of succinct descriptions of aspects, entities, or relations within groups of entities in the collection. Due to their predominantly pattern-based design, fact extraction approaches stand to miss information that is not well structured but potentially suitable to human understanding in an interactive exploration of the documents.

For the extraction of geographic mentions, location attributes, and location relations in particular, this results in an extremely limited scope of attributes and relations that can be retrieved from the texts, due to the fact that more complex relations beyond co-location and containment are often not expressed in simple patterns (or cannot even be expressed in such patterns). Consider, for example, trade relations between countries or cities. While it would be possible to have a sentence that explicitly states such a relation (e.g., China is the largest trading partner of the European Union), it is much more likely that this relation is never explicitly stated and can only be inferred from the frequent mention of individual trades. For these types of relations, a pattern-based extraction is ill-suited. Significant co-occurrences of location mentions in a
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specific context, on the other hand, can be helpful in determining pairs of related locations and subsequently identifying sentences that describe their relation. As a result, such relations are largely missing from established knowledge bases like YAGO [16] and DBpedia [13], which are populated through pattern-based knowledge extraction, and even from the community edited Wikidata [26], which is increasingly populated through automated approaches as well [24]. Thus, these knowledge bases and subsequent applications stand to benefit from an augmentation through linking descriptive sentences to the contained entities or sets of entities.

In this paper, we take an important first step to satisfy this information need and consider the task of descriptive sentence extraction for locations and location relations in such an exploratory setting. To support the diverse underlying exploratory queries, we require the representation of large-scale document collections in an efficient data and indexing structure that enables ad-hoc browsing and information extraction around focus entities. Furthermore, the representation should contain relevant identifying passages and documents for all entities that can be extracted and used in subsequent, more specialized analyses. For this purpose, we build on the concept of implicit entity networks, which have recently emerged as useful and language-agnostic tools that provide provenance information with regard to document collections for named entities in general [23] and location mentions in particular [9]. Based on the representation of entities in a document as nodes of a graph and co-occurrence relations as edges, such networks allow a user to search for entity-specific information within a corpus, without introducing external knowledge (which may be rather different from the contained, internal knowledge), and without the need to summarize the entire corpus (which would contain unnecessary information and is technically infeasible). In the following, we investigate how such networks can be used to extract descriptive and explanatory sentences for location entities or sets of such entities from the underlying collection, and apply these techniques to the extraction of complex location relations that go beyond the hierarchical and containment relations that constitute the majority of geographic (spatial) relations in knowledge bases.

Contributions. In summary, our contributions in this paper are as follows. (i) We formalize the problem of entity-centric explanatory sentence extraction for the interactive search of large-scale document collections. (ii) We describe an efficient model for the extraction of such sentences from an (implicit) entity network representation of such a collection that can serve as a basis for composition techniques in (multi) document summarization. (iii) We use an entity network of the English Wikipedia and ground truth from Wikipedia glossary pages for our subsequent evaluation, which we make available as resources1. (iv) We apply the approach to the extraction of complex location relations from the English Wikipedia to identify relations that are not contained in the underlying Wikidata knowledge base.

Structure. The remainder of this paper is structured as follows. In Section 2, we give an overview of related work. We discuss the representation of a document collection as an implicit network of entities and introduce the sentence extraction approaches in Section 3. In Section 4, we evaluate the different sentence ranking functions on a set of glossary entities, before we perform the sentence extraction for location relations in Section 5. Finally, we discuss implications and future work in Section 6.

2 RELATED WORK

Since the existing work on descriptive sentence extraction in general and the description of location relations in particular is fairly limited, we give a brief overview of related areas and the works that are conceptually the most similar.

Document Summarization. The summarization of entire documents (or sets of documents) has been well researched in the past and several recent surveys exist on the matter [15, 19]. In particular graph-based approaches to coherence and composition are highly successful, which were pioneered by contributions such as LexRank [8] and TextRank [18] that use graph centrality to identify relevant components of a summary. These methods have been continuously improved and more recent additions include novel techniques such as topic signatures [1], vector embeddings [17], or word associations relative to a background corpus [10]. In contrast to document summarization, we focus on the retrieval and exploration of location entity information from large document collections on a scale for which traditional multi-document summarization approaches are ill-suited.

Knowledge Extraction and Question Answering (QA). A traditional source of entity-centric information are knowledge bases such as DBpedia [13] or YAGO [16], which are constructed in part from structured knowledge and in part from unstructured text. This extraction of knowledge from unstructured text is closely related to information extraction on a web scale, such as Open Information Extraction [3]. Structured knowledge and the patterns that are used in its extraction are then useful tools in question answering (QA) systems (for an overview of such systems, see [12]). The extraction step in both knowledge base construction and question answering is largely pattern-based. Ambiguous information is often discarded, even though it might be sufficient to satisfy a user’s information need. Here, we focus on a less restricted approach that uses sentence retrieval to avoid pattern-based and language-specific extraction.

Summarization and QA for Geographic IR. Text summarization and question answering with a focus on geographic concepts have first been extensively addressed in GeoCLEF2 as part of the Cross Language Evaluation Forum (CLEF). Among the main tasks, the focus has been put on NLP-based geographic search, i.e., on a hybrid approach between text summarization and QA, but neither on the extraction of relationships between locations (or geographic entities in general) nor on location summarization. Similarly, Chen et al. [6] also focus on geographic QA but do not address location summarization or relations between locations. In addition to geographic QA, the more recent NTCIR GeoTime track3 included the temporal dimension for determining answers to NLP-based geographic search queries. Different aspects of summaries for geographic IR have been analyzed and studied by Perea-Ortega et
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al. [20], who focus on sentences in a document containing geographic entities but do not specifically study location summaries or extracted location relations.

**Similar Approaches.** Probably the most popular works on enriching location information are based on a method proposed by Rattenbury and Naaman [21], in which image tags in Flickr are used to derive semantically rich geospatial image and location descriptions. Similarly, Tardi et al. [25] outline an approach to identify the characteristics of locations from tags associated with photographs. However, these frameworks neither employ text rich sources to further improve location descriptions, nor do they investigate descriptive relations between locations.

Some works in other domains focus on similar, entity-centric tasks and sentence extraction. Kim et al. consider the extraction and ranking of sentences based on their usefulness for understanding sentiments in a document for opinion summarization [11]. Biadsy et al. extract summaries targeted at the creation of person biographies by focusing on sentences that are biographical in nature [4]. Amitay and Paris summarize websites from external descriptions by document (graphs are then aggregated over all documents). Figure 1: Schematic view of the entity-term graph for one document (graphs are then aggregated over all documents).

For the extraction of support sentences, Blanco and Zaragoza aim to identify descriptive sentences from a document collection that describe the entities contained in a textual query [5]. In contrast to our approach, they require a text query as input and exclude sentences that do not contain an input entity, which is an issue that frequently arises when multiple entities are used as input. Based on an implicit network of entities, Spitz and Gertz introduce rudimentary sentence ranking for a network of locations, organizations, actors, and dates [23], that they later extend to include a sentence-centric exploration of large document collections [22], which we use as a baseline for our approach.

### 3 ENTITY GRAPH AND QUERY MODEL

We first give an intuitive definition of entity-centric sentence extraction before introducing the implicit entity network model for representing a document collection as a graph structure. Then, we will formalize the extraction operations based on this underlying graph representation. In the following, we consider sets of documents \( \mathcal{D} \), sentences \( \mathcal{S} \) and words \( \mathcal{W} \), for which we have a simple containment relation \( \sqsubseteq \). That is, for a word \( w \) contained in a sentence \( s \) we write \( w \sqsubseteq s \). Likewise, the sentence is contained in some document \( d \) and we write \( s \sqsubseteq d \). We partition the set of words into entities \( \mathcal{E} \) and terms \( \mathcal{T} \). As entities \( \mathcal{E} \subseteq \mathcal{W} \) we consider a subset of words (e.g., words that can be linked to a knowledge base or a gazetteer). The remaining words then constitute the terms \( \mathcal{T} := \mathcal{W} \setminus \mathcal{E} \). Intuitively, entities are thus terms with specific characteristics, such as named entities. In Section 5 we focus locations as entities, but use the more general definition here to describe the model.

#### 3.1 Descriptive Sentence Extraction

To introduce the sentence extraction tasks, we begin with single-entity sentence extraction and then extend it to the more general case of multi-entity sentence extraction.

**Single-Entity Sentence Extraction.** Given a collection of documents \( \mathcal{D} \) containing sentences \( \mathcal{S} \), a set of entities \( \mathcal{E} \), and a query entity \( e \in \mathcal{E} \), we let \( \mathcal{S}_e := \{ s \in \mathcal{S} \mid e \sqsubseteq s \} \) be the set of sentences in which entity \( e \) is mentioned. The aim is then to identify the sentence \( s_e \in \mathcal{S}_e \) that generally best describes \( e \). Extending this notion, we can then also consider the summarization of relationships between entities by focusing on sentences that jointly describe the occurrences of a set of entities.

**Multi-Entity Sentence Extraction.** Given a collection of documents \( \mathcal{D} \), sentences \( \mathcal{S} \), entities \( \mathcal{E} \) and a subset of entities \( \mathcal{U} \subseteq \mathcal{E} \), we let \( \mathcal{S}_U := \bigcup_{u \in \mathcal{U}} \{ s \in \mathcal{S} \mid u \sqsubseteq s \} \) be the set of sentences in which at least one of the entities is mentioned. A descriptive sentence for the set of entities \( \mathcal{U} \) then is the sentence \( s_u \in \mathcal{S}_U \) that best describes the joint occurrences of entities from \( \mathcal{U} \) in \( \mathcal{D} \). From this definition, it is clear that single-entity sentence extraction is a special case of multi-entity sentence extraction for \( |\mathcal{U}| = 1 \). In the following, we thus focus on the more general task.

#### 3.2 Entity Graph Extraction

In order to approach a solution to the ad-hoc extraction of entity-centric sentences, we rely on an efficient representation of the document collection as an implicit entity graph \( G = (V, E) \) that is generated from entity mentions in the text. We use a model that is similar to the LOAD graph for event exploration [23], but do not distinguish between different classes of entities.

**Graph Nodes.** As nodes \( V \) of the graph, we include the set of entities of interest \( \mathcal{E} \) and the remaining terms \( \mathcal{T} \). Furthermore, we also include sentences \( \mathcal{S} \) and the documents \( \mathcal{D} \) for provenance. Thus, we define the set of nodes as \( V := \mathcal{D} \cup \mathcal{S} \cup \mathcal{E} \cup \mathcal{T} \).

**Graph Edges.** Edges \( E \) of the graph are based on the containment relation. Two nodes are connected if one is contained in the other (e.g., a term in a sentence) or if they co-occur in at least one instance (e.g., two terms occurring in a sentence). Formally, for \( v \in \mathcal{E} \cup \mathcal{T} \), \( s \in \mathcal{S} \), and \( d \in \mathcal{D} \) we have edges of the containment type \( (v, s) \in E :\iff v \sqsubseteq s \), and equivalently \( (s, d) \in E :\iff s \sqsubseteq d \). For \( v, w \in \mathcal{E} \cup \mathcal{T} \) we also have edges of the co-occurrence type \( (v, w) \in E :\iff \exists s \in \mathcal{S} : v \sqsubseteq s \wedge w \sqsubseteq s \). For a schematic overview of the resulting network, see Figure 1. In the following, let \( N(v) \) denote the neighbourhood of a node, i.e., the set of nodes that are connected to \( v \) by an edge.

**Edge Weights.** While the multiplicity of edges of the containment type is largely irrelevant (with the exception of stop words, sentences rarely include the same word twice), edges of the co-occurrence type are likely to have a higher multiplicity since each
sentence in which two entities or terms co-occur induces such an edge. To aggregate these edges over the entire document collection and obtain a simple graph, we assign this multiplicity as a weight \( m \) to the edge. Formally, for \( x, y \in \mathcal{E} \cup \mathcal{T} \), we let

\[
m(x, y) := |\{ s \in S \mid x \subseteq s \land y \subseteq s \}|.
\]

The resulting weight is symmetric and encodes the frequency at which \( x \) and \( y \) co-occur. Based on this multiplicity, we can induce directed edge weights that include a normalization for the overall number of co-occurrences. For two entities or terms \( x \in X \) and \( y \in Y \) with \( X, Y \subseteq \{ \mathcal{E}, \mathcal{T} \} \), we define a weight \( \omega : (\mathcal{E} \cup \mathcal{T})^2 \to \mathbb{R} \) as

\[
\omega(x \mid y) := m(x, y) \log \frac{|Y|}{|N(x) \cap Y|}.
\]

Since only the neighbourhood information of the two nodes is used, this weight can be computed efficiently. Due to the second factor, weights are directed such that \( \omega(x|y) \neq \omega(y|x) \). The resulting weighted network can be seen as a type of embedding for entities and terms. However, this does not imply that neural word to vector embeddings would be equally useful if used instead of the network. As we show in the following, discrete term representations are required for the propagation of importance from terms to sentences, which vector representations cannot support.

Note that the specific construction of the graph that we utilize here is not a necessary condition for the following ranking approaches, which are compatible with any implicit entity graph of similar structure. The only requirement are edge weights that encode a measure of semantic relatedness between the entities.

### 3.3 Graph-based Sentence Extraction

Based on the implicit entity graph, we now introduce realizations of sentence extraction methods. We treat the task as a sentence ranking problem, in which we rank sentences according to their relevance for a set of input query entities \( Q \subseteq \mathcal{E} \) and then select the top-ranked sentence. Formally, we use scoring functions \( r : \mathcal{S} \to \mathbb{R} \) that allow a ranking of sentences in the collection by their descriptiveness for the input entities. The answer to a query then is a sentence \( s \in \mathcal{S} \) such that \( r(s) \geq r(s') \) for all \( s' \in \mathcal{S} \setminus \{ s \} \). In the following, we describe four different scoring methods in an iterative manner. Thus, with the exception of the last method \( M_4 \), each subsequent method includes and builds upon all previous methods.

#### Entity Count (M1).

As a baseline \( r_1 \), we include the method that was originally proposed for event description extraction in the LOAD model [23]. It counts the number of entities from the query set that occur in a sentence. For each sentence \( s \), we obtain

\[
r_1(s, Q) := |N(s) \cap Q|.
\]

For descriptive sentence extraction, this method can only serve as a simple baseline since it suffers from two flaws. First, since the method is designed for larger sets of query entities, it performs poorly in the extraction of descriptive sentences for single query entities, as it assigns equal rank to all sentences that contain the entity. Second, it does not consider the context of a sentence beyond the contained entities. Thus, ties between sentences with the same number of entities cannot be broken, which is especially of interest if no sentence exists that contains all query entities \( Q \).

#### Term Influence (M2).

Based on the above observations, we suggest an improved two-component ranking. The number of entities in the sentence is kept as the first component, while we derive the second component from the set of terms that are most relevant to the query entities. To this end, consider a ranking of terms in the neighbourhood of entity \( e \) by \( \omega \) and let \( n_e \) be the \( n \)-th ranked term. Let \( T_n(e) := \{ t \in \mathcal{T} \mid \omega(t(e)) \geq \omega(t_n(e)) \} \), then this set \( T_n(e) \) contains the \( n \) highest ranked terms in the graph with regard to \( e \). We obtain the most relevant terms for a set of query entities \( Q \) as

\[
T_n(Q) := \bigcup_{e \in Q} T_n(e)
\]

which we then use to represent the content and as possible placeholders for query entities in a sentence. We still rank by the number of query entities in the sentence first, but break ties by using the \( n \) most relevant terms for each entity. Formally, we let

\[
r_2(s, Q, n) := |N(s) \cap Q| + \frac{|N(s) \cap T_n(Q)|}{|T_n(Q)| + 1}.
\]

Since the first component is an integer and the second component is strictly less than one, we obtain a ranking based on the two-component intuition discussed above. We find that identifying and using such relevant terms in addition to the query entities works well for sentence selection, but suffers from sentence length. While short and compact sentences are preferable descriptions in practice, both \( r_1 \) and \( r_2 \) assign a higher weight to sentences that contain more entities (and terms) and thus favor longer sentences. In the following, we consider two normalization schemes.

#### Normalization by Length (M3).

One way of normalizing for the length of a sentence \( s \) is by directly using the length in characters \( |s| \). Thus, we introduced the normalized score \( r_3 \) as

\[
r_3(s, Q, n) := \frac{1}{\log(|s|)} \left[ |N(s) \cap Q| + \frac{|N(s) \cap T_n(Q)|}{|T_n(Q)| + 1} \right]
\]

Since we found in our empirical evaluation that we would otherwise give preference to extremely short sentence fragments that contain little more than the entity itself, we use the logarithm of the length (an alternative would be the length of a sentence in words). While this scheme normalizes based on the length of a sentence, it does not account for the number of entities and terms in the sentence overall and does not distinguish between terms and entities.

#### Normalization by Count (M4).

As a final method, we thus include a two-factor normalization that is based on the number of entities and terms per sentence. We define \( r_4 \) as

\[
r_4(s, Q, n) := \frac{|N(s) \cap Q|}{|N(s) \cap \mathcal{E}|} + \frac{|N(s) \cap T_n(Q)|}{|T_n(Q)| + (|N(s) \cap \mathcal{T}| + 1)}
\]

by normalizing the two components separately. The addition of 1 in the second denominator is due to the border case of sentences that contain no terms. We obtain a two-component ranking that effectively measures the fraction of relevant entities and relevant terms occurring in a sentence. The factor \( |T_n(Q)| \) in the second term also ensures that the contribution of entities to the final score is much larger than the contribution of relevant terms.

In the following, we utilize and compare these four methods for the description of entity relations in general and relations between geographic locations in particular.
4 SENTENCE EXTRACTION EVALUATION

We discuss the construction of the large implicit network of entities against which we run the evaluation queries, as well as the extraction of the ground truth data, before proceeding to the evaluation.

4.1 Evaluation Data and Network Construction

The evaluation performance of entity-centric approaches is always influenced by the quality of entity annotations in the available data. Since we rely on both the recognition and disambiguation of named entities for a large document collection, manual annotations are prohibitively expensive. Thus, we use Wikipedia as an evaluation resource, which allows us to recognize entity mentions due to embedded links between pages and disambiguate them through connections to the underlying knowledge base Wikidata.

**Entity Network Construction.** To obtain a large-scale network of entities from text, we use the English Wikipedia (dump of December 1, 2016) as a document collection and restrict the content to unstructured text (we exclude lists, references, and info boxes). As an entity, we consider any surface string that covers an embedded link to another Wikipedia page. Thus, we use embedded links to identify entities and directly link them to Wikidata identifiers (that can be found on the target page). According to Wikipedia rules, entities are linked only once per page and we thus also use a string search of cover texts and Wikidata entity labels to tag subsequent mentions. We exclude all links that have no associated Wikidata identifier (i.e., links that lead to Wikipedia pages with no associated Wikidata entity). To generate the network and exclude word fragments, we split the documents into sentences that are then tokenized. We restrict the terms to a minimum length of 4 characters before stemming and removing stop words. The set of edges is generated as described in Section 3. The resulting implicit network is then constructed from 4.9M pages with 53.2M sentences and contains 3.6M entities, 5.8M terms, and 2.8B edges.

**Query Response Time.** Since the network data is massive (400GB in JSON format), supporting efficient query processing is a valid concern. However, despite the size of the data, we achieve average query response times in the order of seconds when using a classic database architecture on secondary storage. When using an optimized, in-memory representation with collapsed edge attributes (i.e., sentence information is merged into the edge data structure) the runtime can be reduced to milliseconds, thus allowing real-time and interactive use of the approach even on very large data sets.

**Ground Truth Data.** We evaluate the performance of all methods on single-entity sentence extraction since data from Wikipedia is available that can be used to evaluate this task. While an additional multi-entity evaluation would be beneficial, we are unaware of any labelled data sets that are usable for such an evaluation. To obtain single-sentence descriptions of a variety of entities, we use the Wikipedia glossary pages for astronomy, chemistry, and geology.

We extract all items from these lists that have an associated Wikidata identifier and use only single-sentence descriptions for the evaluation. The sizes of the resulting evaluation sets are given in Table 2. Note that the exact sentences do not occur in the collection of documents that we use for the network construction since the glossaries are formatted as lists (and are therefore structured). Thus, we evaluate on the task of extracting descriptive similar sentences, not on retrieving exact matching sentences.

4.2 Evaluation

We briefly introduce the evaluation setup and the employed evaluation metric, before discussing the results.

**Evaluation Metric.** The evaluation of extractive summarization and single-sentence descriptions is notoriously difficult due to the lack of measures with a genuine semantic comparison for short texts. However, since we are only interested in the relative performance of the four methods, this problem is less severe. To obtain some measure of comparison between the four ranking methods, we thus employ the accepted standard evaluation metric ROUGE [14]. We use the RxNLP Java implementation⁶ for our evaluation, with enabled stemming and stop word removal. Due to the limited size of sentences in comparison to summaries, higher-order n-grams do not occur with meaningful frequency and we thus focus on ROUGE-1 as a performance measure.

**Evaluation Setup.** For each entity in each of the four ground truth data sets, we identify the corresponding node in the implicit entity network by using the Wikidata identifier. We then perform a ranking of all sentences that contain the entity and extract the top-ranked sentence according to each of the four methods. We compute the ROUGE-1 scores and calculate the macro-averages for each of the four data sets as well as for the entire ground truth.

**Evaluation Results.** In Table 2, we show the average ROUGE-1 precision, recall, and F-scores of the ranking methods M1 - M4 on the four evaluation sets and on the combined set of all entities. We use the n = 5 most relevant terms for selecting the best context of entities in a sentence for methods M2, M3 and M4. The best performing score for each evaluation set and each metric is highlighted in boldface. The overall performance is expectedly low due to the strictness of the task evaluation, but we find several clear patterns. Method M2 consistently has the best recall across all data sets, which we attribute to the missing normalization by sentence length.
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Table 2: ROUGE-1 precision, recall, and F-scores of all four sentence ranking methods at a relevant term count of \( n = 5 \) for each evaluation set, as well as evaluation set sizes. The best values for each metric and set are highlighted in bold.

<table>
<thead>
<tr>
<th>set</th>
<th>#entities</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>prec</td>
<td>rec</td>
<td>F1</td>
<td>prec</td>
<td>rec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>astronomy</td>
<td>18</td>
<td>0.069</td>
<td>0.207</td>
<td>0.099</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>biology</td>
<td>167</td>
<td>0.086</td>
<td>0.181</td>
<td>0.105</td>
<td>0.302</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>chemistry</td>
<td>177</td>
<td>0.039</td>
<td>0.180</td>
<td>0.062</td>
<td>0.316</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>geology</td>
<td>225</td>
<td>0.053</td>
<td>0.144</td>
<td>0.072</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all</td>
<td>587</td>
<td>0.059</td>
<td>0.167</td>
<td>0.079</td>
<td>0.271</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As a result, M2 favors longer sentences that are thus more likely to contain the key terms from the evaluation descriptions. The best precision is split between methods M3 and M4, depending on the data set. However, the difference in performance is fairly small in cases where M4 performs better and more pronounced in cases where M3 performs better, which indicates that M3 has a slightly higher performance with regard to recall for these data sets. Using the F-score as an overall measure, methods M3 and M4 consistently outperform the other two methods, with M4 performing best overall, as evident by its superior recall in comparison to M3. Despite the difficulty of the task, the relative gain in performance that is achieved by normalization by length is noteworthy, as we find a 33% performance increase of M4 over M2. Given that Wikipedia contains some extremely long sentences and that overly long sentences may occur due to errors in the sentence splitting step, using such a normalization is clearly favorable to obtain readable results.

To analyze the difference in performance of the four methods more closely, we also consider precision, recall, and F-score as we vary the number of relevant terms \( n \) (see Figure 2). Note that the performance of M1 is constant as it does not account for the occurrence of relevant terms. While M4 and M3 initially have similar F-scores for very low values of \( n \), M4 benefits more from using additional relevant terms. For recall, the performance of M2 visibly exceeds all other methods by a large margin, which we attribute to the limitation of sentence length for M3 and M4. In contrast, the precision of the normalized methods is higher since the shorter sentences contain less noise. We find that increasing the number of relevant terms has no visible effect on the precision of M3 and M4, and even decreases the precision of M2. For recall on the other hand, M2 and M4 benefit from additional relevant terms, while the performance of M3 decreases. As a result, we find that M4 is best suited to obtain concise, descriptive sentences of moderate length and that it benefits the most from adding context through additional relevant terms. However, the tradeoff between the methods can be used to select an appropriate ranking approach that is tailored to the preferred result.

Figure 2: Average ROUGE-1 performances of the four sentence ranking methods for various relevant term counts \( n \). Shaded areas denote 0.95% confidence intervals.

As a result, M2 favors longer sentences that are thus more likely to contain the key terms from the evaluation descriptions. The best precision is split between methods M3 and M4, depending on the data set. However, the difference in performance is fairly small in cases where M4 performs better and more pronounced in cases where M3 performs better, which indicates that M3 has a slightly higher performance with regard to recall for these data sets. Using the F-score as an overall measure, methods M3 and M4 consistently outperform the other two methods, with M4 performing best overall, as evident by its superior recall in comparison to M3. Despite the difficulty of the task, the relative gain in performance that is achieved by normalization by length is noteworthy, as we find a 33% performance increase of M4 over M2. Given that Wikipedia contains some extremely long sentences and that overly long sentences may occur due to errors in the sentence splitting step, using such a normalization is clearly favorable to obtain readable results.

To analyze the difference in performance of the four methods more closely, we also consider precision, recall, and F-score as we vary the number of relevant terms \( n \) (see Figure 2). Note that the performance of M1 is constant as it does not account for the occurrence of relevant terms. While M4 and M3 initially have similar F-scores for very low values of \( n \), M4 benefits more from using additional relevant terms. For recall, the performance of M2 visibly exceeds all other methods by a large margin, which we attribute to the limitation of sentence length for M3 and M4. In contrast, the precision of the normalized methods is higher since the shorter sentences contain less noise. We find that increasing the number of relevant terms has no visible effect on the precision of M3 and M4, and even decreases the precision of M2. For recall on the other hand, M2 and M4 benefit from additional relevant terms, while the performance of M3 decreases. As a result, we find that M4 is best suited to obtain concise, descriptive sentences of moderate length and that it benefits the most from adding context through additional relevant terms. However, the tradeoff between the methods can be used to select an appropriate ranking approach that is tailored to the preferred result.

5 LOCATION RELATION EXTRACTION

We now apply the findings of the previous section to the extraction and description of novel relations between locations. Specifically, we investigate relations between pairs of locations that are significant in the implicit network created from Wikipedia, but not contained in Wikidata. Before we evaluate the coverage of discovered location relations with regard to the knowledge base, we first provide exploratory results as described in the following.

5.1 Exploration of Location Relations

The focus on entities of the type location requires an adjustment of the used data sets, which we describe first before presenting and discussing the exploratory results.

Data Preparation. As data set for this investigation, we utilize the same implicit network of entities from Wikipedia, but also consider a classification of entities according to the LOAD scheme into
locations, organizations, actors, and dates. Since the classification of entities in Wikidata can be difficult due to the ever-changing hierarchies, we instead use YAGO classes. To this end, we first merge the YAGO class hierarchy to the set of entities by matching the corresponding Wikipedia page URLs of items in both knowledge bases and subsequently use it to assign entities into classes. For locations in particular, we utilize all entities that either have the class yagoGeoEntity, or are located in its subtree. The resulting data set has 242.8K entities of type location.

**Exploration Results.** In Table 3, we show examples of descriptive sentences for pairs of European cities as extracted with ranking method M4. Since we do not aim to recreate relations that are already available in knowledge bases, we restrict these examples to pairs of cities that are not connected by a relation in Wikidata. For each pair of cities, we show only the two highest ranked sentences (in the case of ties, we randomly selected two sentences among the top-ranked sentences). We find that the sentences describe interesting relations between the cities that would be hard to qualify as discrete relations in a knowledge base but are well captured by descriptive sentences. For example, we find a variety of cultural relations, such as the importance of Berlin and Vienna for opera, or Rome and Milan as centers of Italian fashion. The examples also include hierarchical similarities such as the city states Hamburg and Berlin (note, however, that the sentence as contained in Wikipedia is not entirely correct since Bremen is commonly considered to be the third city state of Germany). Interestingly, the approach also identifies historic relations that are unlikely to be covered in contemporary knowledge bases, such as the relation of ancient Greek city states in the Peloponnesian War. A common occurrence is the extraction of sentences that pertain to persons moving between two cities (e.g., the second-ranked sentence for Berlin and Vienna). These sentences are artefacts of the predominance of biographical data in Wikipedia, which puts an emphasis on terms concerning the births, deaths, and movements of persons in relation to their locations of residence. We discuss possible avenues to address or even utilize this phenomenon in Section 6.

### 5.2 Evaluation of Coverage

Based on the premise that we can extract descriptive sentences for novel relations that are outside of the scope of knowledge bases, we also need to investigate the performance of the implicit entity network to identify and rank such relations in the first place. To this end, we extract ranked lists of locations in the network neighbourhood of given input locations by applying entity ranking methods designed for implicit networks. We then compare the ranked list of related locations for each input location to the knowledge base relations of the input entity.

**Evaluation Data.** To obtain evaluation data for this task, we again turn to Wikipedia lists that we annotate through embedded links as described in the previous sections. Here, we use lists of locations as seeds, for which we then rank adjacent locations in the networks to identify relations that can be matched against Wikidata as a knowledge base. Specifically, we consider the list of largest German cities\(^9\) (79 locations) and the list of international capitals\(^10\) (250 locations) as input locations. We extract each of the

Evaluation Setup. Since our aim is a comparison of related locations in the implicit entity network to linked locations in the knowledge base, we require a ranking function that extracts and ranks such locations from the network, given an input location. Here, we use the method described in the LOAD approach [23]. Specifically, we employ the two-tiered ranking approach that was introduced for entity ranking tasks [22] identical to the location relation extraction we are considering here. For a given input entity, the method computes a relatedness score for all connected entities of a specified type. We restrict the output entities to the type location to obtain a ranked list of locations that share a contextual relation to the input location.

Based on these rankings, we perform the comparison to Wikidata relations. That is, we label each extracted location in the ranked list as positive if the corresponding location is linked to the input location in Wikidata, and we label it as negative if no such link exists. From these labels, we then compute precision and recall values for different positions in the ranked list that indicate how similar or dissimilar the top-ranked items of the list are in comparison to the content of the knowledge base. Thus, a method with high precision and recall would identify exactly the same relations that are contained in the knowledge base, whereas a method with lower precision and recall would identify different relations. For the following evaluation, we limit the set of relations to pairs of locations that are mentioned at least once in a common context.

Evaluation Results. In Figure 3, we show the resulting precision and recall for the two evaluation data sets. In both cases, we find that the top-ranked locations from the implicit network differ strongly from the contained relations in the knowledge base. While the initial precision for low values of \( k \) shows that 50% to 60% of the top-ranked relations from the network also occur in the knowledge base, this rapidly drops to 10% at \( k = 50 \), thus indicating a different type of relation. However, the relations that are contained in the knowledge base are also contained in the ranked lists, but appear slightly further down the list as evident from the recall values. Since the implicit network is based on textual co-occurrences of location mentions, this is a reasonable observation. Hierarchical and containment relations that are typically stored in knowledge bases are much less likely to be mentioned frequently. As a result, the co-occurrences that are observable describe different, more complex relations. Thus, location rankings extracted from implicit networks can be used to identify pairs of locations sharing novel relations that are not contained in knowledge bases. These pairs of locations can thus serve as input for the extraction of descriptive sentences pertaining to location relations.

6 SUMMARY AND OUTLOOK

We give a summary of the presented work, before discussing implications and directions for future research.

6.1 Summary

In this paper, we introduced the task of entity-centric descriptive sentence extraction from implicit entity network representations of large document collections. We presented novel ranking functions for the extraction of location-centric descriptive sentences that utilize both entity and contextual term information. Due to their reliance on the local graph structure around input entities, the functions can be implemented efficiently and thus allow an interactive exploration of location relation descriptions in the underlying document collection. Using a ROUGE evaluation and empirical tests, we compared the proposed ranking functions on descriptive glossary entries from four different areas on an implicit network of entities constructed from Wikipedia. We found that a normalization by sentence length improves the perceived ranking results due to the elimination of overly long sentences, as well as the overall quality of the extracted sentences. In an application to the extraction of descriptive sentences for complex location relations, we found that an implicit network representation allows us to extract sentences that describe meaningful relations between pairs of locations. Furthermore, such networks also enable the extraction of location relations that are not contained in traditional knowledge bases with a high degree of certainty. In summary, our evaluations show that the ranking of location relations in implicit networks can leverage textual co-occurrences to identify and extract descriptive sentences for pairs of locations that are jointly mentioned in an underlying document collection.

6.2 Discussion

Two issues that we uncovered during this project deserve additional investigation, which we discuss in the following.
Effects of Sentence Length. As described in Section 4, a normalization of the sentence rankings by sentence length directly influences the performance, regardless of whether this normalization is based on character or term counts. Specifically, a normalization by length increases the overall precision (i.e., the words per sentence that occur in the evaluation description), but decrease the recall. While the overall benefit outweighs the drawbacks, as evident by the obtained F-scores, such a restriction may not always be desirable. For example, the extraction of concise sentences is paramount for extractive summarizers, but such limitations may not apply to a composition technique for summarization that first extracts multiple sentences covering different aspects in the context of a set of focus entities and then combines them. As a result, a less restrictive extraction may be favorable for such approaches.

Thus, the selection of the proper sentence ranking method should be based on the given task at hand and on subsequent uses of the extracted sentences.

Further Entity Types. In our extraction of example sentences for location relations (see Section 5), we found that a substantial number of location relations pertains to the movement of people between places of residence. While we see this largely as an artefact of the amount of biographical data that is stored in Wikipedia and our focus on cities as examples, we also find that this can be exploited with the inclusion of additional entity types. The most direct approach would be to simply exclude or limit sentences that mention person movements from the results. However, additional entities could also be used to focus on certain aspects of relations. For example, the exchange of scientists between universities can be considered through the extraction of substantiating sentences that explain the transfers. The addition of dates as entities would then even allow an analysis of the flow of persons from one place to another, given an appropriate document collection. Such an inclusion of temporal data would be a step towards an analysis of the evolution of relations between locations in documents with spatio-temporal content.

6.3 Ongoing and Future Work

In addition to the possible extension discussed above, we see future applications in the multi-sentence summarization of entities, where a balance of recall and brevity stands to be investigated for an optimal coverage of contexts. Given the fast response times of our approach, we see such an extension towards near real-time document summarization techniques as the natural next step. Our ongoing research includes the addition of more entity types beyond locations to work towards a general descriptive sentence extraction for (named) entities in large document collections. While such an extension seems natural, the relations between other types of entities may behave very differently from relations between locations. Thus, the validity of descriptive sentence extraction techniques and the quality of their results in such a setting remains to be explored.
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