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Abstract

News monitoring is of interest to detect current news and track developing stories, but also to explore what is being talked about. In this article, we present an approach to monitoring live feeds of news articles and detecting significant (co-)occurrences of terms compared to a learning background corpus. We visualize the result as a graph-structured semantic word cloud that uses a stochastic neighbor embedding (SNE) based layout and visualizes edges between related terms. We give visual examples of our prototype that processes news as they are crawled from dozens of news sites.

1 Introduction

The prospect of obtaining an overview of recently published news at a glance is becoming increasingly difficult, simply due to the sheer number of available articles that are published daily by a multitude of news outlets. Ultimately, any system that is designed to provide this functionality to a user has to present selected content from such articles to the user, who then selects interesting items and investigates them further. Thus, any system that is designed to give an overview of news has to present the entirety of current news in a way that provides both a summary of contents and that enables the user to select items for subsequent reading. To address this task, numerous approaches have been proposed that aim to aggregate and visualize current news in a format that is interpretable by the user. For example, the articles can be embedded spatially and displayed in a geographic representation on a map, based on the location of the described news events [TLP+08]. Similarly, an exploration along a temporal axis is possible, which leads to the generation of timelines of news [SA00]. However, such a temporal exploration is best employed for archives of news and suffers when processing live streams with very short intervals of interest. Another natural direction for news aggregation and exploration are the events or incidents that are contained in the articles [FA07]. However, the detection of events in unstructured text is a challenging task with relatively low recall, and is thus not necessarily ideal for obtaining an encompassing view on current news with many emerging events. A frequently used alternative for the exploration of (arbitrary) texts are word clouds (for an overview, see [BKP14]), which provide intuitive representations of document contents and do not rely on an extended stack of natural language processing tools. However, while word clouds provide the user with an overview of words in the documents, they do not account for the co-occurrences of words or their significance.

To address these shortcomings, we investigate the application of semantic word clouds to the task of representing and exploring news streams in real time. To obtain an informative layout, instead of relying on just the placement of words, we utilize the connections between individual words that we derive from a normalization in relation to a background corpus and stochastic neighbor embedding [SSW+17]. The result-
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2 Methodology

While our approach is inspired by Signi-
Trend [SWK14], we divert from it in several
important ways. Much of our text processing is
derived from [SSW17], and this paper can be seen
as a continuation of this work.

We process documents in the input stream in micro-
batches of 25 articles, because we need enough data to
avoid false significance detections. The new data con-
tributes 10% to the current counts, while 90% is based
on the previous counts, which yields an exponentially
weighted moving window. After about 200 documents,
the weight of a document is reduced by half. This is
necessary to have stable enough frequency estimates,
while keeping the computational effort sufficiently low.

We use a distributed microservice architecture
around an Apache Kafka message broker to enable live
processing of streaming data. One service receives
push notifications for new news results and adds them
to the processing queue. The crawler service then
crawls the articles and stores them in a database. The
third service extracts the text content from these ar-
ticles, and removes the boilerplate (parts of the web
site such as navigation, menus, and advertisements
that are not part of the actual news article). The re-
sulting extracted text is then processed using Stan-
ford CoreNLP [MSB14] and the entity extraction
discussed before, and fed into our model. An initial
semantic layout is computed on the server side and
pushed to the clients via a Web socket. A force-graph
in D3.js is used for the final layout fine-tuning and the
result is rendered in the browser.

2.1 Text Processing

We extract news articles from the news websites (En-
lish or German, for now) and split them into para-
graphs based on their HTML structure. We then use
Stanford CoreNLP [MSB14] to further split the para-
graphs into sentences and annotate parts-of-speech
(POS). To lemmatize words (and to split compound
words in German news), we employ an approach based
on the Hunspell spell checking system that is used, for
example, by Firefox, Google Chrome, and LibreOffice.

For our analysis, we only use entities, verbs, and
nouns (the latter two based on their POS tag). Other
words are not considered when counting cooccurrence.
Since we only consider verbs and nouns, we
only need a small set of stop words with common verbs
such as “be”, “have” and “give”. Entities are merged
into a single token with the canonical name, which ac-
counts for synonyms and abbreviations, such as “EU”
and “European Union”, as long as they are included
in the entity linker’s dictionary.

We use a Gaussian weighting scheme for cooccurrence
with weight $w_{df} = \exp(-d^2/2\sigma^2)$ for words at a
token distance of $d$, and use $\sigma = 4$ with a window width
of 12. We currently only consider cooccurrences within
the same sentence for this paper (this differs, e.g., from
the LOAD model for implicit entity networks [SG16]).

In contrast to SigniTrend [SWK14], we do not con-
sider a standard deviation, which we leave as future
work. Such an estimation of the standard deviation
as done in their model may be beneficial to filtering
trivial recurring patterns such as weekday names.

2.2 Learning the Background Model

Our initial word cooccurrence frequency model is
trained by counting word occurrences and cooccurrence
on Wikipedia. We used the January 1st 2018
dump of the English Wikipedia for the experiments
presented here. Our entity detection system is also
trained on this data, based on the probability that a
page containing the entity string contains a link to the
expected target page. To reduce the memory
requirements (counting all word cooccurrences on
Wikipedia requires an enormous amount of memory),
we use a hashing-based approach as previously used by
SigniTrend [SWK14, SWK16]. The accuracy of this
hashing technique is studied in detail in [SSW17].
Because the word distribution in Wikipedia is different from news sources, and since we also want to emphasize the new developments, we continually incorporate the documents we have already seen into our background model. To this end, we update our background model at the end of each micro-batch such that it combines a fraction $1 - \eta$ of the previous model, and a fraction $\eta$ based on the documents we just processed. We used $\eta = 1\%$ in our model, so that the half-life time of data is about 70 batch iterations. Using the hash table, this approach can be implemented efficiently and does not require storing or revisiting documents outside the current micro-batch.

2.3 Judging Significance

In order to evaluate the significance of a term or a pair of terms $t$, we have to compare the observed frequency $c(t)$ with an estimated frequency $E[t]$. However, there are several biases for which we need to adjust. The bias term $\beta_D = \frac{1}{|D|}$ accounts for the document sizes of the batch, while $\beta_C = \frac{1}{|C|}$ accounts for a corpus size bias, where $|D|$ is the number of documents in the batch, and $|C|$ is the number of documents in the normalization corpus. The prior probability $p = k/|W|$ is the number of words $k$ we want to choose from the vocabulary of size $|W|$ (details can be found in [SSW+17]). We obtain the overall relevance of a term as

$$r(t) = \max \left\{ 0, \frac{c(t) - \beta_D E[t] + \beta_C}{|D| + |C|} \right\} \cdot p$$

The weighted (co-)occurrence $c(t)$ is obtained by counting term frequencies in the current micro-batch, whereas the value $E[t]$ is estimated from the background model’s hash table as the minimum of all buckets, similar to count-min sketches [CM05].

The motivation of this measure is to capture the interestingness of a term (or term cooccurrence), and yields a ratio coefficient where values of 1 and below correspond to a non-interesting frequency. This ratio then is converted into a probability using the common transformation $p(t) = \frac{r(t)}{r(t) + 1}$ to transform the ratio to a probability.

2.4 Word Cloud Visualization

We use semantic word clouds [SSW+17] for visualization. However, rather than using t-stochastic neighbor embedding (tSNE), we found the results to be better with the predecessor SNE [HR02]. We attribute this to the sparsity of the similarity matrix (where most entries will have 0 significance of cooccurrence, which is different from the distance-based matrices commonly used), and the heavier tails of tSNE, that cause it to overemphasize separation.\(^1\) The Student t-distribution used by tSNE causes many non-zero pairwise repulsive forces, while in regular SNE, these forces become 0 once words are sufficiently separated.

The initial word layout is generated in the backend, while the web browser frontend uses a force directed graph to optimize the layout for the user’s screen size. We employ forces that draw words to the desired location, forces that try to keep linked words close to each other, and additional forces that try to avoid word overlap based on a bounding box collision algorithm.

A key contribution of the visualization is the inclusion of links between cooccurring words and entities. The link strength visualizes the value of the probability $p$ described above, i.e., it measures how much more common this connection is than expected. It is not just displaying the count, which would produce too many uninteresting links.

\(^1\)A demonstration of this effect can be seen at [https://stats.stackexchange.com/a/264647](https://stats.stackexchange.com/a/264647)
2.5 Word Clustering

We cluster words based on their link strength, using the very classic AGNES hierarchical clustering algorithm [KR90] with group-average linkage, and extract clusters using the method described in [SSW+17]. This approach tries to find 8 clusters with a minimum size of 2 words, while it puts unclustered words into a separate “noise” set, inspired by DBSCAN clustering [EKSX96, SSE+17]. The main benefit over DBSCAN is that we do not need to set appropriate thresholds, but can extract clusters based on a desired number and minimum cluster size. Furthermore, the group-average linkage strategy takes the pairwise relatedness of all cluster members into account, and has a lower tendency to transitively merge topics. Our clustering implementations are derived from the open-source implementations available in the ELKI data mining framework [SKE+15].

In future work, we intend to cluster links instead of words (or a hybrid of these two approaches) because we repeatedly observe words that are used in two separate topics. For example, in Figure 3, the word “use” causes an undesired connection between the Nunes memo event, and the use of Sarin gas in Syria.

3 Experiments

The objective evaluation of explorative data mining methods such as clustering is inherently difficult [FGK+10]. For example, a user study that involves asking users to summarize recent events when presented with either a word cloud or just a ranked list of articles, takes considerable effort. In the case of our model in particular, such a study is unlikely to contribute to the deeper understanding of the approach. Since we add additional information to the visualization by clustering words and adding relations between them, it is difficult to imagine a setting in which a user will find them less informative than a traditional word cloud. In the following, we therefore present some anecdotal evidence and leave it to the reader to decide on whether this approach is worth exploring.

Figure 1 on the first page shows the Super Bowl LII news coverage, including the touchdown by Zach Ertz after a pass by Nick Foles, but also the announcement of Kylie Jenners baby (and pregnancy), which broke Instagram records. Figure 2 is a snapshot of the Olympics opening ceremony, and Figure 3 of the Nunes memo. The latter also shows the limitations of our approach: the declassification of this memo has been discussed in the media since January 18, and did not come at much surprise. Much of the new coverage discusses the concern that it might be used to try to fire Jeff Sessions, and thus Robert Mueller.

In Figure 4, using German news, we show the emergence of a cluster around the first gold medal for a German athlete in the 2018 Winter Olympics (in German news) taking center stage, while recent political news on government coalition troubles slowly fade.

In Figure 4, using German news, we show the emergence of a cluster around the first gold medal for a German athlete in Biathlon (in German news) taking center stage, while recent political news on government coalition troubles slowly fade.
4 Conclusions and Future Directions

This paper calls for future research in many directions.

The current visualization is limited by readability aspects because we cannot display much more than 50 words. To improve the user experience when exploring the data, it will be interesting to instead cluster many more words and allow a drill-down approach in which the user can zoom into groups of words that are then displayed in more detail with additional words.

Our prototype provides a single link for each word. A Google News style user interface that allows the user to browse related results from different news sources based on short snippets would be beneficial.

Words occurring in different contexts can cause undesired links between clusters. For example, “police car” and “train car” share the common term “car”, but will often belong to different events. Thus, a more complex clustering based on links instead of words – or a hybrid that uses both – could improve the clustering quality. Instead of clustering, the use of topic models for colorizing the plots is also worth exploring, but it is not obvious how to adapt topic models to use (co-)occurrence significance instead of mere frequency.

Recurring patterns are problematic, such as month names, weekdays, or the word “weekend”. While calendar words are easily added to a stopword list, a learning approach is preferable. Entity linking with Wikipedia performs very well with frequent entities, but cannot adapt to entities not yet present in Wikipedia [GTBd14, EAM17], as needed for emerging events. For example, an article on Larry Nassar was not created until January 18, 2018. The system will benefit from an improved entity disambiguation and the ability to learn new entities (such as names) on the fly, even when they cannot yet be linked.

Temporal aspects are of high interest: when do clusters and links emerge, and when do they disappear? In our prototype, the user can navigate between micro-batches (each covering about 15-30 minutes of news data) with the arrow buttons, but we do not overlay frequency histograms onto the words as done in some of the related work [LHKC10, LBSW12]. Different events may require different timeframes for analysis. For example, the Super Bowl itself was in the media days before the actual event, and we observe a gradual ramp-up. In-game events will occur at a much shorter time frame. This may require using multiple estimators, learning at different rates.

The quality of the results depends strongly on the crawling lag, i.e., the delay between when the publication time of the article and the time when it is added to the feed. With regular crawling, it is common to see lags of much over 30 minutes. Best results are obtained if push notifications by the publishers notify the system of new contents, which will usually reduce the lag to less than 5 minutes (compared to the reported publishing time; we cannot avoid lag on the publisher side between assigning the publishing date, the actual availability on the web site, and the notification being delivered). Republished articles and duplicates add further data quality challenges. This requires complex systems to gather the data, until news outlets provide reliable and low-latency push notification APIs.

All-in-all, the significance of cooccurrences and the visualization thereof, is an interesting step towards exploring the interactions of multiple entities in current news articles, and allows both for interesting applications as well as further research.
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