ABSTRACT
With the advent of big data, we see an increasing interest in computing correlations in huge data sets with both many instances and many variables. Essential descriptive statistics such as the variance, standard deviation, covariance, and correlation can suffer from a numerical instability known as “catastrophic cancellation” that can lead to problems when naively computing these statistics with a popular textbook equation. While this instability has been discussed in the literature already 50 years ago, we found that even today, some high-profile tools still employ the instable version.

In this paper, we study a popular incremental technique originally proposed by Welford, which we extend to weighted covariance and correlation. We also discuss strategies for further improving numerical precision, how to compute such statistics online on a data stream, with exponential aging, with missing data, and a batch parallelization for both high performance and numerical precision.

We demonstrate when the numerical instability arises, and the performance of different approaches under these conditions. We showcase applications from the classic computation of variance as well as advanced applications such as stock market analysis with exponentially weighted moving models and Gaussian mixture modeling for cluster analysis that all benefit from this approach.

1 INTRODUCTION
Statistical moments—the mean, variance, skewness, and kurtosis—are popular quantities to describe the shape of a probability distribution and are heavily used in descriptive statistics. Covariance and Pearson correlation extend this concept to measure the joint variability and linear dependence of multiple variables.

Textbooks will often introduce variance as

\[ \text{Var}(X) = E[(X - \mu)^2] = E[X^2] - E[X]^2 \] (1)

where \( E[f] \) denotes the expected value of an expression \( f \), and \( \mu = E[X] \) is the arithmetic mean.

The latter form (albeit mathematically correct) is problematic when used with floating point arithmetics. We will refer to this method as the “textbook” algorithm, as it is overly popular in textbooks despite its known deficiencies. As long as \( E[X^2] \ll E[X^2] \) (for example, on centered data with \( \mu = 0 = E[X] \)), the problem will not surface. But once we have a data set where \( E[X^2] \approx E[X]^2 \), computing the right-hand side will cause a substantial loss of precision. In Figure 1, we give a toy example, assuming 4 decimal digits of precision: the commonly used IEEE-754 formats offer 7–8 decimal digits / 23+1 bits with single precision and 15–16 decimal digits / 52+1 bits with double precision. In the first example, \( E[X] \ll E[X^2] \) and the result is correct in the maximum possible 4 digits. In the second example, both values agree on the first four digits, and computing the true difference would require a higher numerical precision. The resulting difference in this example is 0, the actual variance is lost. Because of rounding, we may even get a small negative variance in the worst case, which can then cause a NaN (not-a-number) error when computing the square root [12].

If we use \( \text{Var}(X) = E[(X - \mu)^2] = E[(X - E[X])^2] \) instead (the “two pass algorithm”), we can obtain a more precise result. But computing this equation requires two passes over the data, the first pass to compute \( \mu = E[X] \). For small sized data and in main memory, this may well be acceptable, but once the data needs to be read from disk the runtime will usually double. On a live stream of data, this version cannot be used without storing the entire stream. “Online” algorithms aim at integrating new data and updating an existing result without having to recompute everything. For example, we can “online” compute the mean of a data set \( X' = X \cup \{x_{k+1}\} = \{x_1, \ldots, x_k \} \cup \{x_{k+1}\} \) based on the previous mean \( \mu_k \) using \( \mu_{k+1} = \frac{1}{k+1}(k \cdot \mu_k + x_{k+1}) \). The term “online” comes from the idea of keeping a database “online” (available to serve requests) rather than having to perform an “offline” computation while no further changes to the database are permitted.

| \( E[X^2] \) | 0.1234 | 0.1234 |
| \( E[X] \) | -0.001234 | -0.1234 |
| \( \text{Var}(X) \) | 0.1234 | 0.0000 |

Figure 1: Toy example showing catastrophic cancellation when using \( E[X^2] - E[X]^2 \), assuming four decimal digits of precision. In the left example, the result is correct in all four digits of precision. But in the right example, the first four digits cancel out completely, leaving no remaining known digits, and all precision is lost.
The objective of this paper is to discuss numerically stable computations of variance, correlation and covariance for scientific databases. Weighted computations will allow us to take uncertainty and importance of data points into account, such as the trade volume of a stock. Using single pass algorithms, we can perform the computations incrementally in an "online" fashion, and together with weighted computations in the same framework we can also use it in parallel processing and distributed databases.

We will first do a detailed survey of literature in Section 2. In Section 3, we then introduce and prove a general form for weighted (co-)variance, from which we can derive many of the optimizations found in the earlier literature by specializing it to unweighted data and variance. In Section 4, we discuss how to use the general form for scenarios such as weighted Pearson correlation, exponentially weighted moving streaming models, covariance matrices as used, e.g., in Gaussian Mixture Modeling (GMM) clustering, and how to use this to in parallel processing and distributed databases. In Section 5 we demonstrate the numeric precision, runtime, and applicability of several approaches in different settings.

## 2 RELATED WORK

Algorithms for calculating the variance have a long history in Computer Science, and the related work search for this paper turned out to be an interesting dive into the history of statistical computing, with most of the discussion happening in the Communications of the ACM and Technometrics in the 1970s.

We will first survey approaches mostly following chronological order, before we present our more general result in Section 3.

Most of the algorithms we discuss here have asymptotic complexity $O(n)$. The main differences are in the so-called constant factors, which are ignored in asymptotic analysis. For example, the two-pass algorithm which first computes the mean $\mu_k := \frac{1}{k} \sum_{i=1}^{k} x_i$, then in a second pass the squared deviations $S_k := \sum_{i=1}^{k} (x_i - \mu_k)^2$, is also of $O(n)$ complexity, but needs to access memory twice. In the following, the interest is therefore in (a) using only a single pass over the data, (b) keeping the number of operations for each data point small, and (c) having a high numerical accuracy.

Welford [27] shows that given $k$ data points $x_1, \ldots, x_k$ one can update the running sum of squared deviations $S_k := \sum_{i=1}^{k} (x_i - \mu_k)^2$ and the running average $\mu_k := \frac{1}{k} \sum_{i=1}^{k} x_i$ with an additional new data point $x_{k+1}$ using the simple algorithm:

$$\begin{align*}
\mu_{k+1} &= \frac{k}{k+1} \mu_k + \frac{1}{k+1} x_{k+1} \\
S_{k+1} &= S_k + \frac{k}{k+1} (x_{k+1} - \mu_{k+1})^2
\end{align*}$$

(2)

(3)

The variance can then be simply computed using $\text{Var}(X) = \frac{1}{k} S_k$. A similar approach was previously used by Box and Hunter [3] to update the change in a residual sum. This approach avoids the aforementioned catastrophic cancellation of the textbook algorithm, and it is much closer in precision to the two-pass algorithm. Welford also includes an equations for the sum of products and suggests how to compute higher-order moments. Knuth [12] gives a very simple unweighted variant of this algorithm (attributed to Welford):

$$\begin{align*}
\mu_{k+1} &= \mu_k + \frac{1}{k+1} (x_{k+1} - \mu_k) \\
S_{k+1} &= S_k + (x_{k+1} - \mu_k)(x_{k+1} - \mu_{k+1})
\end{align*}$$

(4)

(5)

Neely [15] compared three methods for computing the mean, four for computing the standard deviation, and four for computing the correlation along with the benefits of using double precision. Except for the textbook algorithm and Welford’s algorithm, the tested algorithms all require two passes. The main contribution of Neely is to use a first pass to estimate the mean, and an error term based on this "trial mean" $M_1$.

$$\begin{align*}
M_1 &= \frac{1}{k} \sum_{i=1}^{k} x_i \\
\mu_k &= \frac{1}{k} \sum_{i=1}^{k} x_i + \frac{1}{k} \sum_{i=1}^{k} (x_i - M_1) \\
\text{Var}_k &= \frac{1}{k} \sum_{i=1}^{k} (x_i - M_1)^2 - \frac{1}{k^2} \left( \sum_{i=1}^{k} (x_i - M_1) \right)^2
\end{align*}$$

(6)

(7)

With perfect math, we would have $M_1 = \mu$, and the additional terms would be 0. But with floating point it can aggregate some rounding errors, in an approach that shares ideas with Kahan summation [10]. Rodden [18] suggests to use Neely’s approach with integers to avoid rounding errors for many practical applications at that time. Van Reeken [26] found Welford’s algorithm to perform better than evaluated by Neely, when implemented with different rounding, and suggests a slight variation of the equations:

$$\begin{align*}
\mu_{k+1} &= \mu_k + \frac{1}{k+1} (x_{k+1} - \mu_k) \\
S_{k+1} &= S_k + (x_{k+1} - \mu_k)^2 - \frac{1}{k+1} (x_{k+1} - \mu_k)^2
\end{align*}$$

(8)

(9)

Youngs and Cramer [30] reproduce the results of Neely, adding one additional online algorithm for computing the variance (and sum-of-products), which we will study in detail below (c.f. Equation 28). In their experiments, this approach is as accurate as the two-pass algorithm, but much faster. Ling [14] compares several algorithms, including Westford’s, Neely’s, Rodden’s, van Reeken’s, and Youngs and Cramer’s on many different data distributions, but prefers the textbook algorithm with double precision. Hanson [9] uses the Givens transformation to derive similar update equations for the (weighted) mean and variance, and points out that one may also use negative weights to “remove” data points from the statistic. West [28] formalizes Hanson’s approach for weights $\omega_i$ and the weight sum $\Omega_i = \sum_i \omega_i$ as:

$$\begin{align*}
\tilde{x}_{k+1} &= \frac{1}{\Omega_{k+1}} \left( \Omega_k \tilde{x}_k + \omega_{k+1} x_{k+1} \right) \\
XX_{k+1} &= XX_k + \omega_{k+1} \omega_{k+1} (x_{k+1} - \tilde{x}_{k+1})^2
\end{align*}$$

(10)

Cotton [7] attempts to simplify the approach of Hanson, by re-introducing the problematic textbook equation to compute the variance from the sum-of-squares (as discussed by Chan and Lewis [6]), and with a subtle typo in the variance equation.

West [28] then simplifies Hanson’s equations to reduce the number of multiplicative operations:

$$\begin{align*}
\delta_{k+1} &= x_{k+1} - \tilde{x}_n \\
\delta'_{k+1} &= \delta_{k+1} \cdot \omega_{k+1} / \Omega_{k+1} \\
\tilde{x}_{k+1} &= \tilde{x}_k + \delta'_{k+1} \\
XX_{k+1} &= XX_k + \delta_{k+1} \cdot \delta'_{k+1}
\end{align*}$$

(11)

It can be seen as an optimized and weighted version of Welford’s approach, and offers similar benefits as Van Reeken’s [26].
Chan and Lewis [6] compare the textbook algorithm, the two-pass algorithm, West’s algorithm and Cotton’s algorithm with respect to runtime and accuracy. They note that Cotton’s algorithm should never be used, as it has the same limitations as the textbook algorithm without offering benefits. This is also confirmed in our experiments, as shown in Section 5.1.

Chan et al. [4, 5] discuss error bounds for the textbook and the two-pass algorithms. They also include a small modification of the two-pass algorithm that further improves numerical precision, which they attribute to a suggestion by Åke Björck, but which we could already find in Neely [15] (c.f. Equation 7). The main contribution of Chan et al. is a pairwise approach that aggregates the data in a binary tree to reduce losses. This is one of the few approaches that is not in $O(n)$, but the tree-based aggregation will need $O(n \log n)$ operations.

While Welford [27] already mentioned higher moments, Terriberry [25] gives explicit equations for skewness and kurtosis. Pébay [17] shows how to derive compact update formulas for higher moments, as we will see below) task is due to improve-ments in CPU architectures, and the applicability of these techniques for parallel and distributed processing. Multiplications in CPUs have become a lot faster, while divisions remain much slower.

In this section, we will derive a very general form that supports both multiple variables ($X$, $Y$), multiple partitions ($A$, $B$), and weights ($\Omega$). In Table 1 we provide a summary of the most important notations. After deriving the general form in a few variations in Section 3.1, we will discuss specializations and optimizations for partitions containing a single point, as used in online algorithms, in Section 3.2. In the following Section 4 we will then show how to use the general form for more specific use cases.

We use $A$, $B$, $AB = A \cup B$ and the wildcard $P \in \{A, B, AB\}$ to denote partitions of the data. Our equations assume disjoint partitions of samples, and use $A \cup B$ to emphasize that we assume a disjoint union. $X = \{x_i\}$ and $Y = \{y_i\}$ denote data variables (with wildcards $V, W \in \{X, Y\}$), $\Omega = \{\omega_i\}$ is the weight variable. With a subscript, we use $V_P := \sum_{i \in P} \omega_i x_i$ to denote the weighted sum over variable $V$ of all points in partition $P$, and the corresponding weight sum is $\Omega_P := \sum_{i \in P} \omega_i$. We denote the sum of deviation products as $V WP := \sum_{i \in P} \omega_i (x_i - \overline{x}_P)(y_i - \overline{y}_P)$.

One can compute the mean and covariance from this by:

\[ \overline{x}_P = \frac{1}{|P|} V_P = \frac{1}{|P|} \sum_{i \in P} \omega_i x_i \]
\[ \text{Cov}(V, W)_P = \frac{1}{|P|} V WP = \frac{1}{|P|} \sum_{i \in P} \omega_i (x_i - \overline{x}_P)(y_i - \overline{y}_P) \]

### 3.1 Derivation of the General Form

In this section, we derive the general equations Equation 21 and Equation 22 below. A reader who is not interested in the derivation but only the application can skip to these results, and should still be able to follow on below.

We will first show some basic properties that we will require later. Because we require $A$ and $B$ to be disjoint, we have:

\[ V_{AB} = \sum_{i \in A} \omega_i x_i \]
\[ \Omega_{AB} = \sum_{i \in A} \omega_i \]

\[ V_A + V_B \]
\[ \Omega_A + \Omega_B \]
We can also trivially prove the update equation for the mean:
\[
\hat{v}_{AB} = \frac{\Omega_A}{\Omega_{AB}} \hat{v}_A + \frac{\Omega_B}{\Omega_{AB}} \hat{v}_B = \frac{1}{\Omega_{AB}} (\Omega_A \hat{v}_A + \Omega_B \hat{v}_B) 
= \hat{v}_A + \frac{\Omega_B}{\Omega_{AB}} (\hat{v}_B - \hat{v}_A) 
\] (16)
\[
\text{The König–Huygens formula then gives the “textbook” equality:}
\]
\[
\text{Cov}(V, W) = \frac{1}{\Omega_{AB}} \sum_{i \in P} \omega_i (v_i - \hat{v}_p) (w_i - \hat{w}_p) = \frac{1}{\Omega_{AB}} \sum_{i \in P} \omega_i (v_i w_i - v_i \hat{w}_p - \hat{v}_p w_i + \hat{v}_p \hat{w}_p)
\]
\[
= \frac{1}{\Omega_{AB}} \sum_{i \in P} \omega_i (v_i w_i - \hat{v}_p \hat{w}_p) - \hat{v}_p \hat{w}_p 
= \hat{v}_p \hat{w}_p - \hat{v}_p \hat{w}_p 
\] (18)
\[
\text{This proves that the “textbook” algorithm is mathematically correct except for the aforementioned floating point numerical problems due to catastrophic cancellation unless \(\frac{1}{\Omega_{AB}} \sum_{i \in P} \omega_i V_i > (\frac{1}{\Omega_{AB}} \sum_{i \in P} \omega_i W_i)^2\).}
\]
\[
\text{We will now use this form to derive alternative equations to compute \(\text{co-variance}. The key idea is to decompose \(P\) into two partitions \(A\) and \(B\). One can either decompose \(P\) into a partition \(A\) and a single point \(\{b\}\) to get an online algorithm, or into two arbitrary partitions to obtain a parallelization and distribution friendly approach that allows divide-and-conquer strategies.}
\]
\[
\text{To prove the general form, we first establish the following identity:}
\]
\[
\text{We derive this in “backwards” direction, which is easier to do. The proof relies on} \quad \Omega_{AB} = \Omega_A \Omega_B = 1 + \frac{\Omega_B}{\Omega_A} 
\text{since} \quad \Omega_{AB} = \Omega_A + \Omega_B. 
\]
\[
\frac{1}{\Omega_{AB}} V_A W_A + \frac{1}{\Omega_{AB}} V_B W_B - \frac{\Omega_A \Omega_B}{\Omega_{AB}} (\hat{v}_A - \hat{v}_B) (\hat{w}_A - \hat{w}_B) 
= \frac{1}{\Omega_{AB}} V_A W_A + \frac{1}{\Omega_{AB}} V_B W_B - \frac{\Omega_A \Omega_B}{\Omega_{AB}} (\hat{v}_A \hat{w}_A - \hat{v}_A \hat{w}_B - \hat{v}_B \hat{w}_A + \hat{v}_B \hat{w}_B) 
= \frac{1}{\Omega_{AB}} \left( \frac{\Omega_B}{\Omega_A} V_A W_A + \frac{\Omega_A}{\Omega_B} V_B W_B \right) 
- \frac{\Omega_A \Omega_B}{\Omega_{AB}} (\hat{v}_A \hat{w}_A - \hat{v}_A \hat{w}_B - \hat{v}_B \hat{w}_A + \hat{v}_B \hat{w}_B) 
\]
\[
= \frac{1}{\Omega_{AB}} V_A W_A + \frac{1}{\Omega_{AB}} V_B W_B - \frac{\Omega_A \Omega_B}{\Omega_{AB}} (\hat{v}_A \hat{w}_A - \hat{v}_A \hat{w}_B - \hat{v}_B \hat{w}_A + \hat{v}_B \hat{w}_B) 
\]
\[
\text{Using this identity backwards in Equation 19, we can now show:}
\]
\[
V_{WAB} = \Omega_{AB} \text{Cov}(V, W)_{AB} = \Omega_{AB} \hat{w}_A \hat{v}_B - \Omega_{AB} \hat{v}_A \hat{w}_B 
= \frac{1}{\Omega_{AB}} \sum_{i \in A} \omega_i v_i w_i 
- \frac{1}{\Omega_{AB}} V_A W_A - \frac{1}{\Omega_{AB}} V_B W_B + \frac{\Omega_B}{\Omega_{AB}} (\hat{v}_A - \hat{v}_B) (\hat{w}_A - \hat{w}_B) 
\]
\[
= \frac{1}{\Omega_{AB}} \sum_{i \in A} \omega_i v_i w_i - \frac{1}{\Omega_{AB}} V_A W_A + \sum_{i \in B} \frac{\Omega_B}{\Omega_{AB}} (\hat{v}_A - \hat{v}_B) - \frac{1}{\Omega_{AB}} V_B W_B 
+ \frac{\Omega_B}{\Omega_{AB}} (\hat{v}_A - \hat{v}_B) - \frac{1}{\Omega_{AB}} V_B W_B 
\]
\[
V_{WAB} = V_{WA} + V_{WB} + \frac{\Omega_B}{\Omega_{AB}} (\hat{v}_A - \hat{v}_B) (\hat{w}_A - \hat{w}_B) 
\] (21)
\[
\text{or, equivalently, if we use the sum \(V_p\) instead of the mean \(\hat{v}_p\):}
\]
\[
V_{WAB} = V_{WA} + V_{WB} + \frac{\Omega_B V_A - \Omega_A V_B}{\Omega_{AB}} (\hat{w}_A - \hat{w}_B) 
\] (22)
\[
\text{Equation 21 allows us to combine the results of two partitions \(A\) and \(B\), if we know (\(V_{WA}, \hat{v}_A, \hat{w}_A, \Omega_A\)) and (\(V_{WB}, \hat{v}_B, \hat{w}_B, \Omega_B\)),}
\]
\[
\text{or, alternatively, (\(V_{WA}, \hat{v}_A, \hat{w}_A, \Omega_A\)) and (\(V_{WB}, \hat{v}_B, \hat{w}_B, \Omega_B\)). This means that just these four values for each partition provide sufficient statistics to compute the covariance of the combined data \(AB = A \cup B\), and can be aggregated easily. In a distributed system, it means we need just a tiny amount of communication compared to transferring the entire data for analysis. By repeated application, we can also combine the covariances of multiple partitions.}

\[
\text{3.2 Optimization and Specializations}
\]
\[
\text{Note that for a single point \(b\) (i.e., \(B = \{b\}\)) the statistics are simply (0, \(v_b, w_b, \omega_b\)) and for \(V = W = X\), Equation 21 simplifies to Equation 10 as used by Hanson [9].}
\]
\[
\text{Because} \quad \frac{\Omega_B}{\Omega_{AB}} (\hat{v}_A - \hat{v}_B) + 0 = \frac{\Omega_A}{\Omega_{AB}} (\hat{v}_A - \hat{v}_B) + \frac{\Omega_B}{\Omega_{AB}} (\hat{v}_B - \hat{v}_B), \text{we can rewrite Equation 21 to either of:}
\]
\[
V_{WAB} = V_{WA} + V_{WB} + \Omega_B (\hat{v}_A - \hat{v}_B) (\hat{w}_A - \hat{w}_B) 
\] (23)
\[
= V_{WA} + V_{WB} + \Omega_B (\hat{v}_A - \hat{v}_B) (\hat{w}_A - \hat{w}_B) 
\] (24)
\[
= V_{WA} + V_{WB} + \Omega_A (\hat{v}_A - \hat{v}_B) (\hat{w}_A - \hat{w}_B) 
\] (25)
\[
= V_{WA} + V_{WB} + \Omega_A (\hat{v}_A - \hat{v}_B) (\hat{w}_A - \hat{w}_B) 
\] (26)
\[
\text{which requires one multiplication and one division less. Again, specializing this for} \(X = Y\), a single new point \(B = \{b\}\), with unit weight \(\Omega_B = \omega_b = 1\) we get a variant equivalent to Equation 5 by Welford / Knuth:}
\[
XX_{A \cup \{b\}} = XX_A + \{\hat{x}_{A \cup \{b\}} - x_b\} (\hat{x}_A - x_b) 
\] (27)
\[
\text{Youngs and Cramer [30] use the sum} \ V_p \text{instead of the mean} \ \hat{v}_p, \text{but they only consider variance with} \ V = W = X \text{and} \ B = \{b\} \text{being a single new data point at a time. Equation 22 then simplifies to:}
\]
\[
XX_{A \cup \{b\}} = XX_A + \frac{1}{\Omega_{AB}(\Omega_{A}^2 + \Omega_{A} \Omega_{B} + \Omega_{B}^2)} (X_A - \Omega_{A} x_b)^2 
\] (28)
\[
\text{This variant turned out to be unexpectedly effective, outperforming closely related methods by a factor of 2, as we will see in the experimental evaluation. The substantial performance benefit of this approach cannot be explained just with the number of math operations (it requires one \textit{additional} multiplication compared to West’s approach), but it is supposedly due to pipelining capabilities of modern CPUs. The slowest operation is the division, and in the approaches by Welford, West, and others the division is done early, and subsequent operations depend on the result. In Youngs and Cramer’s approach, the division is done last, and none of the}
4 USAGE EXAMPLES

We will discuss how to use these equations in different scenarios. First of all, we discuss the weighted form of Pearson correlation, and how we can compute the correlation of long series of sensor data in Section 4.1. Secondly, we discuss how to extend this to exponentially weighted moving averages of streaming data in Section 4.2. The third scenario detailed is with Gaussian Mixture Modeling, which requires weighted covariance computations, in Section 4.3. We then discuss parallel computation with vectorization in Section 4.4 and with distributed parallelization in Section 4.5. Last but not least, we discuss options to further increase numerical precision in Section 4.6. In the following Section 5 we then experimentally study precision and runtime performance.

4.1 Weighted Pearson Correlation Coefficient

The Pearson product-moment correlation coefficient [16], often denoted as PPMCC, PCC or Pearson’s r, is a classic statistical measure of linear dependence (correlation). It has been applied to various problems successfully, and “for a 100-year-old index it is remarkably unaffected by the passage of time” [19]. It can be interpreted as standardized covariance, or as standardized slope of the regression line, but also in several other ways [19].

Weighted Pearson correlation can be defined consistent with the classic Pearson product-moment correlation coefficient:

\[
\rho_w(X, Y) = \frac{\text{Cov}_w(X, Y)}{\sqrt{\text{Var}_w(X)} \sqrt{\text{Var}_w(Y)}} = \frac{\text{Cov}_w(X, Y)}{\sqrt{\text{Var}_w(X)} \sqrt{\text{Var}_w(Y)}}
\]

Where \( \text{Cov}_w(X, Y) \) is the weighted covariance, and \( \text{Var}_w(X) = \text{Cov}_w(X, X) \) is the weighted variance.

Weighted Pearson correlation, just like regular Pearson correlation, is in the range of \([-1; 1]\), and can be used as a dissimilarity function either via \(1 - \rho_w\) or via \(1 - \rho_w^2\). The key difference between these two is that in the latter, a perfect negative correlation \(\rho = -1\) also yields a distance of 0, which may be sometimes desirable.

Pearson correlation is not generally a metric distance. This is easy to see in particular as it obviously is not defined when a vector has variance 0.2 However, if the vectors are not constant and are standardized to zero mean \(\sum_i x_i = 0\) and unit variance \(\sum_i x_i^2 = 1\), the formula simplifies to \(\rho(X, Y) = \text{Cov}(X, Y)\). This standardization does not change correlation, but with this preconditions it turns out to be a variant of Euclidean distance:

\[
d_{\text{Euclidean}}(x, y) = \sqrt{\sum_i (x_i - y_i)^2} = \sqrt{\sum_i x_i^2 + \sum_i y_i^2 - 2 \sum_i x_i \cdot y_i}
\]

\[
= \sqrt{2n - 2 \sum_i x_i \cdot y_i} = \sqrt{2(n - \rho(X, Y))}
\]

where the last line requires standardized data: \(\sum_i x_i^2 = 1 = \sum_i y_i^2\).

Therefore, if we disallow constant vectors, (weighted-) Pearson correlation can be converted into a metric by using

\[
d_{\text{Pearson}}(x, y) = \sqrt{1 - \rho_w(X, Y)}
\]

For data mining, it will often be more efficient to store the standardized vectors, and use Euclidean distance. It is worth emphasizing that with the transformed data, we can efficiently find the most correlated vectors using various data indexes such as k-d-trees and R-trees. Doing so requires an additional rescaled copy of the data, but allows using the simpler Euclidean distance during mining.

In this particular scenario, we can assume the vectors to be short enough for the two-pass algorithms; so while the incremental method can be used, it probably only offers no benefits here. When processing fewer, but much longer vectors such as time series, the new method becomes more interesting, in particular, when we look at live streaming time series such as sensor or stock market data. Preprocessing the data in two passes is then no longer possible, and we need to be able to update Pearson correlation on the fly.

For each sensor, we maintain the sum \(X\) (or the average \(X\)), and pairwise sum of squared deviations \(XY\) for any two sensors \(X\) and \(Y\). We can incrementally update the statistics to maintain correlation information. The proposed approach does not require keeping the entire time series in memory and can be updated easily, while also offering good numerical behavior. The textbook approach based on \(E[X \cdot Y] - E[X] \cdot E[Y]\) also does not require to keep the entire series in memory, but is numerically problematic for non-central data.

For the actual use on sensors, it may also be interesting to “age” the historic data, and put more weight on new data as it arrives. We will discuss this in the following subsection.

4.2 Exponentially Weighted Moving Correlation

For an exponentially weighted moving average (EWMA), we weight each point in a series \(i = 1, \ldots, n\) with an exponentially decreasing weight \(\omega_i = \alpha \cdot (1 - \alpha)^{i-1}\). For an infinite series, the total weight then is approximately 1. Because this weighting scheme can be defined with the recurrence \(\omega_i = (1 - \alpha) \cdot \omega_{i-1}\), we can efficiently compute this by applying the discount factor \(1 - \alpha\) each step to the old data sums (i.e., \(\Omega_A, X_A, XX_A\), etc.; but not to averages like \(\bar{x}_A\)), and add the new data always with weight \(\alpha\), rather than recomputing all weights when we add a new data point. To use this scheme with our approach, we can either use fixed weights \(\Omega_A = 1 - \alpha\) and \(\Omega_B = \alpha\), or we simply apply the discounting factor to the current weight of the old data prior to executing the update step, which handles the beginning of the series better.

We can choose \(\alpha\) using different formulations, for example, the half-life time \(t: \alpha = 1 - \exp(\log(\frac{1}{2})/t)\), where \(t\) is the number of

---

2 We could define correlation with a constant to be 0, but it this is not always satisfactory. But what is then the correlation of two constant variables? For the purpose of obtaining a metric distance, we would need to define the correlation of two constants as 1 if they are the same constant to satisfy reflexivity. Undefined correlation may often be the more appropriate answer.
iterations until the weight of a point has decreased to half the initial weight. For example, if we set \( t = 4 \), we get \( \alpha \approx 0.159 \) which subsequently decreases to 0.134, 0.113, 0.095 and 0.080 – so after 4 iterations, the initial weight has reduced to half.

SigniTrend [22] and SPOTHOT [23] apply EWMA and exponentially weighted moving variance (EWMVar) to analyze the frequency of word patterns on streaming data. With our weighted covariance formulation, we can analogously define exponentially weighting moving correlation (EWMCorr).

This analysis is interesting on streaming data to monitor changes in correlation of variables, for example, stock market charts. A sudden departure from a correlation, or the sudden increase in correlation of variables, can indicate important changes in the market. With our approach, we can furthermore incorporate, e.g., the trading volume as weights into our analysis. Let \( \tilde{x} \) be a long-running average volume of the stock, then we can instead choose \( \alpha' = 1 - (1 - \alpha) t \tilde{x} \) to base the learning rate on "average" trading days rather than calendar days, and the moving average will react slower to low-volume trades and faster if we see an increased trading volume. We show experiments with this weighting scheme in Section 5.2.

### 4.3 Parallel Computation of Covariance Matrices for Gaussian Mixture Modeling

We can now use the equations from Section 3.1 to parallelize Gaussian Mixture Modeling (GMM) without using two passes over the data, without losing numerical precision. In clustering, we cannot assume that all clusters are close to 0, but rather we must assume that \( E[X]^2 < \epsilon E[X^2] \) if we want well-separated clusters. Therefore, numerical precision is very likely to suffer.

For example, Apache Spark MLLib 2.2.1 uses the numerically problematic textbook approach in its GMM code. Since version 0.6.0, ELKI [1] uses the numerically stable single-pass method discussed here, prior to that it used the two-pass algorithm. None of the implementations we investigated would make use of AVX vectorization.

To compute the covariance matrix, we need to compute the mean \( \tilde{x} \) for each variable \( X \), and the sum of squared deviations \( XY = \sum \omega_i \omega_i(x_i - \tilde{x})(y_i - \tilde{y}) \) for all pairs of variables \( X \) and \( Y \). Because of symmetry, it is sufficient to track an upper (or lower) triangular matrix (including the diagonal), and the sum of weights \( \Omega = \sum \omega_i \) will be the same for the entire matrix, so we only need to update this once (unless we also need to support missing values).

To add a data point to our summary, we can use this simplified update step derived from Equation 24:

\[
\begin{align*}
\forall \omega_i &\quad \Omega_{A} \leftarrow \Omega_{A} + \omega_i \quad \text{Upd. weights} \\
\forall \omega_i &\quad \delta_x \leftarrow x_i - \tilde{x}_A \quad \text{Upd. means} \\
\forall \omega_i &\quad \tilde{x}_A \leftarrow \tilde{x}_A + \frac{\omega_i}{\Omega_{A}} \cdot \delta_x \quad \text{Upd. means} \\
\forall \omega_i &\quad \delta'_y \leftarrow y_i - \tilde{y}_A \quad \text{Upd. deviations} \\
\forall \omega_i &\quad XY_{A} \leftarrow XY_{A} + \omega_i \cdot \delta_x \cdot \delta'_y \\
\forall \omega_i &\quad \Omega_{AB} \leftarrow \Omega_{A} + \Omega_{B} \quad \text{Upd. weights} \\
\forall \omega_i &\quad \delta_x \leftarrow \tilde{x}_B - \tilde{x}_A \quad \text{Upd. means} \\
\forall \omega_i &\quad \tilde{x}_B \leftarrow \tilde{x}_B + \frac{\omega_i}{\Omega_{AB}} \cdot \delta_x \\
\forall \omega_i &\quad \delta'_y \leftarrow \tilde{y}_B - \tilde{y}_A \\
\forall \omega_i &\quad XY_{AB} \leftarrow XY_{A} + XY_{B} + \Omega_{B} \cdot \delta_x \cdot \delta'_y \\
\forall \omega_i &\quad \Omega_{\Omega} \leftarrow \Omega_{\Omega} + \omega_i \quad \text{Upd. weights} \\
\forall \omega_i &\quad \delta_x \leftarrow \tilde{x}_\Omega - \tilde{x}_A \quad \text{Upd. means} \\
\forall \omega_i &\quad \tilde{x}_\Omega \leftarrow \tilde{x}_\Omega + \frac{\omega_i}{\Omega_{\Omega}} \cdot \delta_x \\
\forall \omega_i &\quad \delta'_y \leftarrow \tilde{y}_\Omega - \tilde{y}_A \\
\forall \omega_i &\quad \delta_x \leftarrow \delta_x + \delta'_y \\
\forall \omega_i &\quad \Omega_{\Omega} \leftarrow \Omega_{\Omega} + \omega_i \quad \text{Upd. weights} \\
\end{align*}
\]

Because \( \omega_i/\Omega_{A} \) is shared across all variables, it is beneficial to compute this factor only once, and the pipelining effects observed in Figure 2 do not apply to the multivariate case.

For parallelization, we can compute \( XY \) and \( \Omega_{A} \) on separate partitions \( A \), for example, using multiple registers, multiple cores,
For integration into a scientific database, the AVX approach, however, means a considerable increase in effort; these instructions require that memory is aligned on 32 byte boundaries, and that values are stored consecutively in memory (e.g., in a column-oriented storage). On a row-oriented storage—which is often more appropriate for dense vector data in data mining—the data reorganization likely is too expensive to make the AVX approach worthwhile.

This kind of computation could also be used on a GPU. However, not all GPUs may provide full double-precision accuracy. Nvidia compute capability 1.2 and below, for example, only include single-precision, and does not guarantee IEEE 754 accuracy for all operations [29]. With modern compute capability 2.0, the accuracy should be comparable. However, in many cases the cost to transfer the data to the GPU may be non-negligible for such a low-cost computation, so that GPU approaches will likely only be beneficial when the data already is stored in the GPU memory.

### 4.5 Distributed Parallelization

When processing very large data sets, we can also use the same idea to distribute the computation onto multiple nodes. Each of these nodes can independently run a two-pass or the online algorithm to compute the statistics. Only a minimum amount of communication is necessary to transmit the summaries (one tuple of the form \((V W_p, V_p, W_p, \Omega P)\) for each partition \(P\)) to the coordination node, where the results can be easily combined. Alternatively, summaries can also be combined in a tree structure as recommended by Chan et al. [4], and possibly by multiple workers.

Only when we had a column partitioning of the data (where columns reside on different nodes), we would need to stream the data from one node to another to be able to compute correlations. To the best of our knowledge, column store systems will prefer horizontal partitioning across nodes, and vertical partitioning inside. However, when joining tables from different nodes, such situations can nevertheless arise. The online algorithm is still applicable then, but the join itself will likely require the data from one node to be streamed to the other.

### 4.6 Further Improvements to Accuracy

Neither our approach, nor the two-pass algorithm, are safe from numerical problems, just like any other floating point computation. In fact, a data set with just three points is enough to cause problems: on 3, 10^{100} , −10^{100} we will already fail to compute the correct mean (which obviously should be 1, but we will usually get a result of 0).

If additional precision is needed, we can equip all our accumulators (each \(\Omega, X, XY\)) with additional overflow registers and use Kahan summation [10] or the adaptive Shewchuk approach [24] to compensate for lost digits with additional accumulators. A similar modification can be done to the textbook and the two-pass algorithm to improve precision.

Furthermore, we can employ a trial mean to improve numerical precision, as used by Neely [15]. In this approach, we compute the deviation from a guessed value; and if our guess is good enough, this can improve numerical precision. For example, we can compute the mean using \(\mu = \eta + \frac{1}{n} \sum_{i=1}^{n} (x_i - \eta)\), which for \(\eta = 0\) gives the usual mean. If \(\eta = \mu\), the last term will sum to 0 in exact math, but due to floating point rounding this will often not hold in practice. If \(\eta\) is close to \(\mu\), this will improve numerical precision. Chan et al. [5] recommend to “shift the data as well as possible”. This can be in particular beneficial if we have pre-sorted data, where numerical precision is more problematic than on random data, and can guess \(\eta\) for example by using the median.

In our experiments shown in the next section, we found that we can usually improve precision by about four decimals, and with most algorithms we get close to the double precision limit. From a statistical point of view, this extra precision may, however, be questionable, because our input sample is finite. The relative standard error of the variance is \(\frac{\sqrt{2/n}}{2}\), so to warrant a precision of \(d\) digits, we should use about \(2 \cdot 10^d\) samples, twice as many as to estimate the mean. Thus, except for the textbook approach, any of the algorithms we evaluated is precise enough unless our input data as in the example above has a very high dynamic range, causing a loss of precision already when computing the sum.

### 5 EXPERIMENTS

In this section, we first study numeric precision and runtime of different methods for computing the mean and variance in Section 5.1. In particular, we demonstrate that the popular textbook equation \(E[X^2] - E[X]^2\) should not be used for computing the variance. Not only has this version a low precision under certain – not uncommon – conditions, but there also exist alternatives with much better precision at little additional runtime cost.

In the second experiment, in Section 5.2, we apply the weighted online algorithm to stock charts, where the weights are chosen based on the current trading volume.

Next, we benchmark different implementations of clustering with Gaussian Mixture Modeling (GMM). Again, we observe numerical problems with the textbook covariance \(\sum_{i=1}^{n} X_i \hat{Y}_i\), and suggest to not use it. Instead, either the two-pass algorithm should be used, or an online algorithm as introduced in Section 4.3. We demonstrate that a very popular distributed machine learning toolkit suffers from these numerical issues, and should be updated to use the equations introduced in this paper instead.

#### 5.1 Runtime and Accuracy

We evaluated different approaches on synthetic data of 100 million samples generated from a normal distribution with fixed variance \(\sigma^2 = 1\) and varying mean \(\mu \in \{10^{-4} \ldots 10^{10}\}\). For obvious reasons, the ratio \(\sigma^2 / \mu\) is of interest. We considered five permutations of the data: a fixed random order, ascending, descending, ascending by the deviation from \(\mu\) and descending by the deviation from \(\mu\). For each method, we only use the worst ordering for evaluation. Sorted order caused substantially larger errors for most methods, as this causes many of the small values to be lost due to rounding errors. Each experiment was repeated for 11 different random seeds.

We compare various methods that can be grouped as follows:

1. Incremental algorithms, including the Textbook approach using \(E[X^2] - E[X]^2\) which can, for example, be found in the Boost C++ library as tag::lazy_variance. The approaches by Welford, also in the variant of Knuth, and the versions of Van Reeken, Hanson, West, and Youngs and Cramer. Boost also includes a variation of Hanson as tag::variance. For Cottont we include both the literal version and a version with the fix. As expected,
Table 2: Runtime and precision of different equations to computing the mean and variance of 100,000,000 doubles using the GCC 7 compiler and an Intel Core i7-7560U @2.4GHz CPU. Aggregate over 11 runs, worst data ordering only.

<table>
<thead>
<tr>
<th>Method</th>
<th>Variant</th>
<th>Runtime (s)</th>
<th>Precision (decimal digits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Min Mean Median Max</td>
<td>Best Mean Median Worst</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boost double</td>
<td>double</td>
<td>752.25 752.47 752.37 753.05</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Hanson double</td>
<td>double</td>
<td>752.23 752.44 752.35 752.62</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Van Reeken double</td>
<td>double</td>
<td>919.37 919.62 919.52 920.20</td>
<td>12.848 10.715 10.746 8.569</td>
</tr>
<tr>
<td>Welford</td>
<td>double</td>
<td>920.78 922.86 922.96 923.64</td>
<td>12.726 10.834 10.828 8.529</td>
</tr>
<tr>
<td><strong>Textbook</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Reeken (Minibatch)</td>
<td>double</td>
<td>168.14 168.28 168.25 168.54</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass (Neely)</td>
<td>double</td>
<td>336.75 337.02 336.93 337.62</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Van Reeken AVX</td>
<td>AVX</td>
<td>86.87 87.11 87.11 87.30</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Textbook</td>
<td>AVX</td>
<td>94.22   94.57 94.50 94.75</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Van Reeken AVX×8</td>
<td>AVX×8</td>
<td>44.27 44.86 44.57 46.29</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Textbook</td>
<td>AVX×8</td>
<td>46.67   47.23 46.98 48.66</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Variance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cotton (literal)</td>
<td>double</td>
<td>1256.43 1257.34 1257.10 1260.67</td>
<td>-0.076 -3.949 -3.257 -11.135</td>
</tr>
<tr>
<td>Cotton (fixed)</td>
<td>double</td>
<td>921.88 924.09 924.01 927.39</td>
<td>13.010 3.415 5.035 -11.135</td>
</tr>
<tr>
<td><strong>Textbook</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Reeken</td>
<td>double</td>
<td>943.66 944.55 944.29 946.14</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>West</td>
<td>double</td>
<td>933.17 934.42 934.42 935.67</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Welford / Knuth</td>
<td>double</td>
<td>929.17 929.97 929.93 931.18</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Boost</td>
<td>double</td>
<td>940.36 943.00 942.90 945.25</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Hanson</td>
<td>double</td>
<td>766.45 766.71 766.58 767.37</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Welford</td>
<td>double</td>
<td>943.51 951.54 952.72 955.09</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Youngs &amp; Cramer</td>
<td>double</td>
<td>212.20 212.53 212.49 213.31</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Proposed Minibatch</td>
<td>double</td>
<td>202.50 202.78 202.73 204.33</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass</td>
<td>double</td>
<td>336.78 337.02 336.93 337.38</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass (Neely)</td>
<td>double</td>
<td>337.15 337.41 337.32 338.08</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Textbook</td>
<td>AVX</td>
<td>48.61 49.04 48.86 50.14</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Welford / Knuth</td>
<td>AVX</td>
<td>94.75 95.12 95.17 95.44</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Youngs &amp; Cramer</td>
<td>AVX</td>
<td>65.40 66.30 66.16 67.35</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Welford / Knuth</td>
<td>AVX×4</td>
<td>50.93 51.47 51.22 52.83</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Youngs &amp; Cramer</td>
<td>AVX×4</td>
<td>49.82 52.88 52.98 54.85</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass (Neely)</td>
<td>AVX</td>
<td>48.61 49.04 48.86 50.14</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass (Neely)</td>
<td>AVX×4</td>
<td>50.93 51.47 51.22 52.83</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass (Minibatch)</td>
<td>AVX</td>
<td>54.47 55.32 55.01 62.35</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass (Minibatch)</td>
<td>AVX×4</td>
<td>50.93 51.47 51.22 52.83</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Textbook</td>
<td>Kahan</td>
<td>668.70 668.89 668.82 669.27</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Youngs &amp; Cramer</td>
<td>Kahan</td>
<td>692.21 692.44 692.39 692.97</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass</td>
<td>Kahan</td>
<td>1337.38 1337.77 1337.54 1338.58</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
<tr>
<td>Two-pass (Neely)</td>
<td>Kahan</td>
<td>1337.38 1337.74 1337.56 1338.75</td>
<td>12.605 10.574 10.539 8.222</td>
</tr>
</tbody>
</table>
this version is slower than the textbook version, but it is just as
instable.

(2) Algorithms requiring multiple passes, in particular the canonical
two-pass approach, also with Neely’s adjustment, and a
mini-batch version using the two-pass approach only on mini-
batches of 16 values at a time, then aggregating the results
incrementally with Equation 23 as explained in Section 4.4, but
without AVX.

(3) AVX vectorized versions from Section 4.4 of the incremental
algorithms of Welford / Knuth, and Youngs and Cramer. The
AVX×4 variant uses four registers and processes 16 partitions
in parallel. The partitions are in the end aggregated into a single
result using a binary tree of pairwise aggregations, similar to
Chan et al. [4].

(4) AVX vectorized versions of the two-pass algorithm.

(5) High precision versions using Kahan summation [10] or the
Shewchuk algorithm [24] for aggregation, but regular double
precision for multiplication and the mean.

To compute the reference values, we also used the Shewchuk al-
gorithm with two passes, but using simulated (slow) quadruple
precision floats, to compute the reference value accurate to a sig-
nificant with 15.955 decimal digits of a double. Scores
larger than this are possible, because our input data also is only
double precision. All evaluated implementations use double preci-
sion internally (and a double approximation of the mean), and the
resulting rounding errors cause an additional error in the variance.

The Kahan and Shewchuk based versions use the high-precision
technique only in the accumulators, not for the other computations.

Table 2 gives the results of this experiment (minimum, maxi-
num, mean, and the median-of-median) for each method. We first
evaluate the precision of the mean, while the lower part of the table
evaluates the precision of the variance. The table is sorted by the
mean within each group. This experiment used 10^8 samples, so
the statistically meaningful precision will only be around 4 digits.
Furthermore, we must only treat the numbers as a rough indica-
tion of which methods to prefer: The reported mean and median depend
very much on the choice of σ^2/µ, and on patterns in the input data,
and will not translate to a guaranteed improvement on actual data.
In fact, on many real data sets with a variance much larger than the
mean, even the textbook algorithm will give near-optimal precision.

This experiment yields a number of interesting observations:
• The textbook algorithm is the fastest, twice as fast as the two-
pass algorithm, but it also is by far the least accurate.
• The two-pass algorithm, in particular with Neely’s modification,
offers the highest accuracy, but it may not be applicable in all
scenarios because of the second pass needed. Performance-wise,
the two-pass algorithm is surprisingly competitive, supposedly
because it does not involve slow division operations for each
data point.
• Online algorithms vary surprisingly a lot both in precision and
runtime. The better approaches of Hanson, Welford, and Youngs
and Cramer will typically give twice as many digits of precision
as the textbook approach.
With respect to numeric precision, our results experimentally confirm the findings by West [28] and Youngs and Cramer [30]. Figure 4 visualizes the relative error of the different approaches depending on the ratio of standard deviation to the mean. Lines are offset slightly on the x axis to reduce overlap, all y values are exactly powers of 10. As long as the standard deviation is much larger than the mean, none of the methods has problems, and we can estimate variance accurately to about 12 decimal digits (which supposedly is due to the unavoidable square in the variance definition). As we decrease the variance, we have fewer and fewer significant digits in our deviation from the mean, the black dashed line indicates a theoretical limit due to double precision. While we can get precision much below this line using, e.g., Neely’s adjustment, Kahan compensation or Shewchuk summation, precision below this line is not very well founded. At the right end, when our standard deviation is about $10^{-15}$, our input random numbers will only differ with very few bits in the significand. The important area of the plot is in the center, where the standard deviation is $2$ to $4$ orders of magnitude smaller than the mean. In this range, the textbook method using $\text{E}[X^2]-\text{E}[X]^2$ will give us results that are incorrect by a substantial factor. For example, if we have just two points, $1 \pm 10^{-7}$ (with the true variance $10^{-14}$), $\text{E}[X^2]$ will be about $1+1.02140510^{-14}$, because of floating point errors. After subtracting $\text{E}[X^2]-\text{E}[X]^2$ with respect to double precision, and the variance computed by the textbook approach is always 0. Chan et al. [4, 5] give theoretical error bounds for different approaches that can help explain the shape of the curves that we observe in this experiment.

In conclusion of this experiment, we suggest to use the two-pass algorithm with Neely’s adjustment when applicable, and otherwise resort to a mini-batch algorithm or the variant of Youngs and Cramer for unweighted data. For weighted data, Equation 22 may offer similar pipelining benefits over Equation 21, but supposedly

- Youngs and Cramer’s has a surprising performance benefit over the alternatives, and clearly is the go-to method for a true streaming approach. As explained in Section 3.2, we attribute this to pipelining benefits of modern CPUs.
- If we can afford to buffer some data points, the proposed mini-batch algorithm improves both runtime and precision compared to the best streaming approach.
- Parallelization with AVX yields speedups of a factor of 2 to 4, but requires much more implementation efforts, for example, because of the required memory alignment. When data is not already in a consecutive array of doubles, they probably are not beneficial to use.

- The parallelized AVX approaches also yield a small gain in precision, because they postpone merging the individual partitions to the end, and keep 4-16 values in parallel.

- The approaches using Kahan and Shewchuk compensation during aggregation are accurate to the limits of double precision, except for the textbook algorithm (as we implement only a high-precision aggregation, not multiplication). However, they are also 2 to 3 times slower, and the additional gain in accuracy, as explained in Section 4.6, is supposedly less than the statistical uncertainty of the data overall.

Figure 5: Google stock during the “one day rally” 2015. Our volume-weighted EWMA variant (dashed lines) reacts quicker due to the increased trading volume, while it does not differ much from a regular EWMA model (dotted lines) during the average trading before and after the rally. Bounds give the stock mean ± two standard deviations, similar to Bollinger Bands but with exponentially decreasing weight.

Figure 6: August 2015 stock market selloff. We observe an increase in correlation of Tech stocks at the positive Q2 quarterly reports, and during the overall stock market selloff August 18-25 and the subsequent days of market nervousness.

with a smaller benefit because of the additional processing needed for the weights. If possible, a AVX vectorization is worth exploring, but the integration into existing scientific databases may be difficult because of memory alignment and data layout.

5.2 Stock Market Analysis

We applied the weighting discussed at the end of Section 4.2 to daily stock market data from four technology companies. We weight data volume such that it has a half-life time of three average trading days. In Figure 5, we can see this weighting scheme in effect. During the one-day rally following Google’s 2015 Q2 quarterly profit report, the stock value increased by 25%. During this period, we see a much increased trading volume, and because of this our approach reacts faster than the traditional exponentially weighted moving average.

In Figure 6, we study the correlation of stocks during the August 2015 stock market selloff that peaked on Friday, August 21 and Monday, August 24. On Monday, international stocks followed suit in China (-8%), India (-6%), and Europe (-3%). The following days, we observe a strong correlation of all stocks, due to this
overall market trend. This shows that it is, unfortunately, not that trivial to identify correlations in stocks that are not caused by general market developments, and such an analysis will require more careful decorrelation to be useful. In the beginning of the time series, we can see Google’s one day rally again, and an overall high correlation in the tech stocks after their positive quarterly reports. Inbetween, we can see a moderate negative correlation of Apple with the other three stocks, a strong correlation between Google and Facebook, and a moderate positive correlation of these two with Microsoft. During this time, Apple already exhibits a negative development, while the other two continue to exhibit a positive development. Another non-trivial part of such an analysis is handling the time lag: by nature, rolling averages have to lag the data substantially. So while our approach enables interesting — and online — analysis of such data, it is far from being ready to be deployed without further studies.

5.3 Gaussian Mixture Modeling

We studied the quality and runtime of Gaussian Mixture Modeling using the popular Expectation-Maximization (EM) algorithm. We chose a very simple scenario: two Gaussian clusters in \( \mathbb{R}^3 \), with 50,000 points each, standard deviations \( \frac{1}{2}, 1, \) and \( \frac{1}{2} \), and a random rotation to have a unique covariance matrix each. We vary only the placement of the two clusters by shifting the cluster centers diagonally away from the mean in order to provoke numerical instabilities. For a cluster center distance of \( < 2 \), the clusters will still overlap with a non-trivial amount, but at a distance of \( > 10 \) this data set is supposedly trivial to cluster, because the separation of the clusters is much larger than their diameters. We run each algorithm 11 times, and report the averages in the following.

We evaluate four different implementations here: the R “mclust” package, which probably is the most widely known implementation. The core of this package is written in Fortran, and it uses a two-pass algorithm. The Python “sklearn” version uses numpy, and also a two-pass algorithm. To make results more comparable, we disabled regularization and used random initialization as with the other implementations. Spark ML is of interest, because it uses the numerically problematic textbook approach to allow parallel processing. We run it single-core, and with all 8 threads supported by our i7-3770 CPU. ELKI uses a Welford-based incremental approach, closely related to Section 4.3. We add additional implementations to ELKI 0.7.1 [21] that use the two-pass, respectively the textbook algorithms. The modular Java architecture of ELKI made it easy to add the variants, keeping the remainder of the code unchanged. This way we can study the differences in isolation, which is a best-practice for benchmarking algorithms, and not implementations [13].

We evaluate the quality using two different metrics: Figure 7a evaluates the average log-likelihood of the Gaussian model, which is a goodness-of-fit measure internally used by the algorithm itself. The sudden changes we see in most curves are due to some of the 11 samples failing to find the best solution, but we can also see a gradual degradation in the Spark and sklearn implementations. In Figure 7b we instead evaluate the difference between the covariance matrix found by the algorithm, and the “true” covariance matrix computed during data generation with a high-precision method. The results here are similar. Finally, in Figure 7c we compare the run-time of the different implementations (we tried our best to choose the same convergence thresholds, but nevertheless these numbers can only serve as a rough indicator.)

As long as the clusters are close to each other (with a distance of \( < 5 \)), all implementations work well. After this, we can see the three textbook algorithms lose precision in the covariance matrix (Figure 7b) quickly. It is not obvious why the ELKI implementation nevertheless has a few digits of precision more than the Spark version. The loss in precision is approximately linear in log-log-space, as expected. The Welford-based approach also loses some precision, but at a much slower rate, while the two-pass implementations of R and ELKI remain close to the precision limit.

The numpy implementation exhibits erratic behavior once the clusters become too separated. We do not have an explanation for this behaviour. We can see the runtime increase substantially after a separation of \( > 2 \), at \( > 500 \) the numerical precision suddenly...
drops (likely because the method often no longer finding the correct separation), and at $5 \cdot 10^6$ the implementation begins to fail with an exception. At this extreme separation, we do observe hiccups in the ELKI implementations, too.

We can see two groups—possibly by chance—that exhibit similar runtime performance in Figure 7c, with the ELKI and numpym implementations outperforming the R and Spark implementations usually by a factor of 2–3. The only multi-core implementation (Spark) only reduces the runtime by a surprisingly small bit. Initially, the textbook implementation in ELKI is the fastest method, and in this range also with negligible loss in accuracy. But the additional cost of the two-pass and Welford approaches is probably worth the gain in precision in other situations.

In conclusion of this experiment, we note that (i) the textbook approach should only be used when clusters are very close to the origin. At a distance of 10 standard deviations we already see a numeric loss in the precision of the covariance matrix, so it is supposedly not safe for clustering data sets with many clusters.

(ii) the two-pass algorithm is a safe choice, with the best precision, and little performance overhead. (iii) for distributed systems such as Spark, an incremental approach as discussed in Section 4.3 is beneficial and will provide sufficient accuracy, while only requiring a single pass over the data. But we may require extremely large data sets, that no longer fit into the memory of a modern server, for this to be beneficial.

6 CONCLUSIONS AND FUTURE WORK

While numerical stability has been a concern for a long time, we found that modern tools such as the PostgreSQL database, scientific databases such as RasDaMan, and the computation platform Apache Spark still use numerically unstable computation methods, for example, in GMM clustering. In closed-source software, we will usually not even know which variant is used.3 Our findings agree with earlier results by West [28]: if possible, the two-pass algorithm often is a good choice, also because of its simplicity. Only when we can visit data only once (such as in streaming data, or when we desire to use exponentially weighted moving averages) or when it is expensive to visit twice (e.g., because it is too large to keep in memory, or residing in a distributed storage) then incremental algorithms such as ours are beneficial. As seen in our experiments, it can sometimes be beneficial to perform the division last as in Youngs and Cramer’s [30] approach, if the division cannot be shared for multiple variables. In this article, we provide optimized equations to merge covariance information from multiple partitions in a numerically reliable way, but that can be aggregated in a single-pass over the data. Using these equations, we can improve numerical precision of many methods with little additional computational overhead. We also suggest AVX and GPU parallelization and mini-batches to further improve precision and runtime.

Besides numerical stability and support for parallelization, our approach also allows for different weighting schemes, making this approach applicable for interesting analysis of correlation of times series, using exponentially weighted correlation.
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